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TOPICS IN HEALTH ECONOMETRICS 

ABSTRACT 

 

By Vidhura Senani Bandara Wijayawardhana Tennekoon, Ph.D. 

Washington State University 

August 2012 

 

Chair: Robert E. Rosenman, Co-chair: Ron C. Mittelhammer 

 

This dissertation discusses three topics in health econometrics focusing on 

misclassification in binary data, sources and the nature of bias, the impact of using misclassified 

data in econometric estimations and methods to identify and correct the bias. The first chapter 

proposes an econometric estimator to estimate correct inferences when the dependent variable of 

the binary choice model is endogenously misclassified. The approach is validated using a 

simulation study and applied to the analysis of a treatment program designed to improve family 

dynamics. The second chapter analyses the ‘HIV-virgin puzzle’ where a number of adolescents 

in Africa who were found HIV positive report as never having sex, which indicates either the 

dominance of non-sexual modes of HIV transmission or systematic misreporting of sexual 

behavior. A method is proposed to estimate the extent of misreporting and the contribution of 

sexual mode for HIV transmission in Africa after accounting for misreporting. The third chapter 

employs econometric techniques to compare self-reported and objectively measured smoking 

data, taking into account errors with both methods, and cautions that objective measures may not 

always be more reliable than self-reported data. 
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CHAPTER ONE 

 

SYSTEMATICALLY MISCLASSIFIED BINARY DEPENDENT VARIABLES 

 

ABSTRACT 

When a binary dependent variable is misclassified, that is, recorded in the category other 

than where it really belongs, probit and logit estimates are biased and inconsistent.  In some 

cases the probability of misclassification may vary systematically with covariates, and thus be 

endogenous.   In this paper we develop an estimation approach that corrects for endogenous 

misclassification, validate our approach using a simulation study, and apply it to the analysis of a 

treatment program designed to improve family dynamics. Our results show that endogenous 

misclassification could lead to potentially incorrect conclusions unless corrected using an 

appropriate technique.  

 

Key words: binary choice model, misclassification, response shift bias, Likert scales. 

JEL codes: C01, C10, C18, C24, C50. 
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1. INTRODUCTION
1
 

Misclassification of a dichotomous categorical variable means that an observation with a 

true value of ‘0’ is observed as ‘1’ or an observation that is truly a ‘1’ is observed as a ‘0’. When 

the misclassified variable is the dependent variable, probit or logit estimates may lead to biased 

and inconsistent estimates if the misclassification is ignored or modeled incorrectly (Hausman, 

2001).   

Misclassification of a variable can happen for various reasons, although one can 

categorize them broadly into two groups; response errors that are random in nature, and those 

that vary systematically with some respondent characteristic.  The case we explore here is the 

latter, when the probability of misclassification is observation specific and dependent on 

covariates.    

The source of the error sometimes offers some insight into whether possible 

misclassification is systematic or not. In labor market data, for example, some respondents may 

misreport their employment status or a correctly reported labor status may be mistranscribed 

(Chua and Fuller, 1987 ; Poterba and Summers, 1995).  If the data is misreported because of 

language difficulties or a lack of understanding, the probability of misclassification could vary 

systematically with education or primary language.  Moreover, while we might think 

mistranscribed data is a random event, if the mistranscriptions are due to transcriber quality and 

transcribers are correlated with location, then misclassification probabilities could vary 

systematically with location.  

Previous work on misclassified dependent variables has taken two paths.  The first 

approach uses supplemental data to verify the accuracy of responses.  Chua and Fuller (1987) 
                                                           
1
 This research was supported in part by a grant from the National Institute of Drug Abuse (R21-DA 025139-01A1).  

We thank the parents and facilitators who participated in the program evaluation of SFP.  
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develop a parametric model that incorporated all ( 1)J J   misclassification possibilities of an 

outcome variable with J categories, but their approach requires a minimum of three independent 

sets of survey responses obtained by re-interviewing the original respondents, and has a limited 

practical use. The conditional logit procedure proposed in Poterba and Summers (1995) also 

incorporates all possibilities of misclassification and requires misclassification probabilities 

found by analyzing the discrepancies between interview and re-interview outcomes.   

An alternative path builds the probability of misclassification into the estimation 

procedure, allowing for errors in the data, and using statistical methods to correct for it.  

Hausman et al. (1998) and Abrevaya and Hausman (1999) suggest both parametric and semi-

parametric approaches for misclassification probabilities that cannot be independently verified 

and are independent of covariates.   The focus of their parametric model is a dichotomous 

outcome variable with two types of misclassification, which they denote as 0  (the probability 

that a true 0 is recorded as a 1) and 1 (the probability that a true 1 being recorded as 0)
2
. With 

their parametric approach the unknown misclassification probabilities are estimated 

simultaneously with the usual coefficients of the binary choice model. Their semi-parametric 

method provides consistent estimates of the model parameters, but not of the misclassification 

probabilities. Dustmann and van Soest (2000) extend the parametric model of Hausman et al. 

(1998) to a trichotomous case. 

Lewbel (2000) allows the misclassification probabilities to be covariate-dependent 

functions and shows that (given some regularity) the binary choice model with covariate-

dependent misclassification is completely identified even when the functional forms of 0 , 1

                                                           
2
 Throughout this paper we use the same notation. 
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and the distribution of the error term are unknown. However, he also acknowledges that his 

estimator is ‘not likely to be very practical since they involve up to third order derivatives and 

repeated applications of nonparametric regression’ (pp. 607-608). The lack of any empirical 

work exploiting his estimator indicates the need for a more practical estimator in the case of 

covariate dependent misclassification, even at the cost of some additional assumptions. 

Our paper extends the parametric approach of Hausman et al. (1998) to the case, where 

the misclassification probabilities are functions of one or more covariates
3
. The parametric 

estimator that we propose is a more tractable way to identify a model similar to Lewbel (2000), 

but is conditional on functional form assumptions. The paper proceeds as follows.  In section 2, 

we present our structural approach to deal with covariant-dependent misclassification of the 

dependent variable and the identification requirements.  Section 3 has a Monte Carlo experiment 

that compares our approach with the ordinary probit model and the basic model presented in 

Hausman et al. (1998). In section 4, we present an empirical application to demonstrate the 

applicability of the model.   Finally, in section 5 we discuss implications and conclusions from 

our generalization. 

2. THE GENERALIZED MODEL TO CORRECT FOR COVARIATE-DEPENDENT 

MISCLASSIFICATION  

Assume, *

iy is an unobserved latent variable such that 

*

i i iy X              (1) 

 

                                                           
3
 Although Hausman, et al. (1998) briefly discusses a limited extension of systematic misclassification in section 5.5, 

they do not fully characterize or implement the approach. A semi-parametric approach to deal with covariate-
dependent misclassification of the dependent variable is discussed in detail in Abrevaya and Hausman (1999). Our 
interest is in the parametric model and in methods that provide misclassification probabilities. 
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where, iX is a vector of observed independent variables,   is a vector of coefficients to be 

estimated and i is an iid error term with a known common distribution. We observe 

*1( 0).i iy y            (2) 

 

If no misclassification is present, we always observe the dichotomous outcome variable, 
iy , 

correctly. However, if there is misclassification, the outcome variable that we observe, o

iy , 

includes some true ‘1’s classified as ‘0’s and some true ‘0’s classified as ‘1’s. As a result, in 

general, o

i iy y . Accordingly, the binary variable we observe  o

iy  also includes an additional 

measurement error i such that 

1

0

1 with probability if 1

where 1 with probability if 0

0 otherwise.

i i

o

i i i i i i

y

y y y



  

 


   



    (3)
 

In other words, 

 0 Pr 1| 0o

i iy y            (4) 

and 

 1 Pr 0 | 1o

i iy y     .        (5) 

The addition of i  not only increases the variance of the econometric error term, but also adds 

heteroskedastity in a specific way. The overall stochastic mechanism that determines the values 

ultimately observed with random misclassification is a conditional Bernoulli process that can be 

characterized via the following data generating process. 

 0 * *

1 01( 0)1( 1 ) 1( 0)1( ), ~ 0,1 ,i i i i i iy y u y u where u Uniform i          (6) 
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We assume iu and i in (1) are independent. If the values of 0 and 1 are dependent on iy  as in 

(4) and (5), but independent of iX , and the probability distribution function of i is (.)F  then, as 

Hausman, et al. (1998) show, we can express the expected value of the observed dependent 

variable as 

     0 0 1| Pr 1| 1 ( ).o o

i i i i iE y X y X F X             (7) 

When 0 and 1 are constants and 0 1 1   ,
4
  the parameters of the above model can be 

consistently estimated either by MLE or NLLS
5
.  

 Suppose instead that the misclassification probabilities 0 and 1  are functions of a set of 

variables, 0

iZ and 1

iZ respectively as in Lewbel (2000). In particular, the probabilities in (4) and 

(5) are now given by 

     0 0 0

0 0 0Pr 1| 0,o

i i i i iZ y y Z F Z           (8) 

     1 1 1

1 1 1Pr 0 | 1,o

i i i i iZ y y Z F Z            (9) 

where 0

iZ and 1

iZ may be but are not necessarily subsets
6
 of ,iX  and 0F  and 1F are the cumulative 

distribution functions of stochastic components that determine each type of misclassification.
7
  

Inserting the preceding generalized representation of the misclassification probabilities into (7), 

the expected value of the observed dependent variable with a covariate-dependent 

misclassification can be expressed as 

                                                           
4
 This condition, termed  the “monotonocity condition” in Hausman et al. (1998) must be satisfied to identify 

0 1( , , )   separately from 1 0( ,1 ,1 )     .  
5
 The relevant objective functions are given by equations (6) and (7) in Hausman et al. (1998). 

6
 This allows one or both misclassification probabilities to depend on variables that do not affect the outcome.  

7
 A generalization of the model could include a correlated error structure between the error terms of the latent 

variable equations.  
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0 1 0 1

0 0 1

0 0 0 0 1 1

| , , Pr 1| , ,

1 ( )

o o

i i i i i i i i

i i i i

E y X Z Z y X Z Z

F Z F Z F Z F X   

 

         
(10) 

 If the first elements of vectors 0

iZ and 1

iZ are constants and the vectors 

0i

i

in

 
 

 
 
  

 for 0,1i   

with 0ij  for 0j   and 0ij  for 0j    we have 0( )i iF    in (7).  Accordingly, equation 

(10) nests the basic parametric model  presented in Hausman et al. (1998), hereafter referred to 

as HAS1, allowing a statistically testable proposition.
8
   

Assuming the functional forms of 0 1,F F  and F are known the parameters of the model 

can be estimated with NLLS by minimizing  

         
2

0 0 0 1

0 1 0 0 0 0 1 1

1

, , 1 ( )
n

i i i i i

i

f y F Z F Z F Z F X      


       (11) 

over  0 1, ,   .  Alternatively, MLE can be applied to the following log likelihood function: 

 
      

        

0 0 0 1

0 0 0 0 1 1
1

0 1
0 0 0 1

1
0 0 0 0 1 1

ln 1 ( )
, ,

1 ln 1 1 ( )

n i i i i i

i
i i i i i

y F Z F Z F Z F X
n

y F Z F Z F Z F X
l

   
  

   





     
  


 

       
  

    (12) 

In the Monte-Carlo simulations and the application to real data that we present in subsequent 

sections, all the parameter estimations are based on MLE using equation (12) and also 

approximate all three functions 0 1,F F and F above by a normal CDF.  

 As we explained earlier, HAS1 is a special case of our generalization, which we refer to 

hereafter as GHAS, without any covariates affecting each type of misclassification probabilities. 

                                                           
8
If    0 1

0 0 1 1 0,i iF Z F Z     (10) further collapses to a standard binary choice specification.  However, as 

discussed in footnote 9, it is not possible to directly test for this condition. 
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The generalization of the Hausman et al. (1998) data generating process in (5) that applies to the 

GHAS specification is given by    

 
   

 

0 * 1 * 0

1 1 0 01( 0)1( 1 ) 1( 0)1( ),

~ 0,1 ,

i i i i i i i

i

y y u F Z y u F Z

where u Uniform i

        

    

(13) 

and again i in (1) and iu  are independent. The nesting of HAS1 in GHAS and of the standard 

binary choice model in HAS1 facilitates statistical testing for the most suitable model in a given 

application. The significance tests for parameters in 0

iZ and 1

iZ  other than the constant terms 

serve as tests for the suitability of GHAS over HAS1. Given that no elements of 0

iZ and 1

iZ  pass 

this threshold, one may estimate HAS1 and the significant tests of the terms 0 and 1  serve as 

tests for the suitability of HAS1 model over the standard binary choice model
9
. 

 Identification of the parameters of (12) stems from the non-linearity of F . The first order 

necessary conditions and the Fisher information matrix of (12) can be expressed as below. 

     

 

(14) 

 

                                                           
9
 As noted above, the standard probit model, in general, is not nested in GHAS in a directly testable manner and 

thus we propose this sequential procedure. As the misclassification probability, k for 0,1k  reaches 0,  
k

i kZ 

approaches the lower bound of  F  which is  in case of a normal distribution, potentially leading to 

convergence issues. As such, convergence issues of GHAS may indicate a misspecified model and that HAS1 could 
be a more appropriate choice. 
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I

L L L

L L L

L L L

    (15) 

where        0 0 1

0 0 0 0 1 11 ( )i i i i iP F Z F Z F Z F X       ,

    
 

0 1 '

0 0 1 1

' 0 0

0 0

' 1 1

1 1

1 ( )

1 ( ) ( )

( ) ( )

i i i i

i i i i

i i i

F Z F Z F X X

C F X F Z Z

F X F Z Z

  

 

 

  
 
  
 

 
 

and '

0F , '

1F and 'F are the first derivatives of 0 1,F F  

and F  respectively.  

When 0F  and F are symmetric and 1 0F F  identification requires that 0

iZ  be different 

from 1

iZ . To demonstrate this point consider the case where 

0 1

1 0 0, ( ) ( ) 1 ( )i i iZ Z Z F v F v F v      and ( ) 1 ( )F v F v   . Then the log-likelihoods,

   0 1 1 0, , , ,l l         . Hence, to identify  0 1, ,   from  1 0, ,     , we need

0 1

i iZ Z . However, if F is asymmetric or 1 0F F , we do not necessarily require this exclusion 

restriction to identify the model parameters. 

 A merit of our estimator, however, is that the identification does not require 0

i iX Z  
or 

1

i iX Z  when 0 1

i iZ Z  
and 0 ( )F  , 1( )F   and ( )F   are non-linear transformations. Additional 

exclusive restrictions will help strong identification of parameters but are not necessary. 

Moreover, if  0 1

i iZ Z  we no longer need  0 1 0    as Hausman et al. (1998) requires. In spite 

of these advantages our estimator has certain limitations too. The Hausman et al. estimator 
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allows the misclassification probabilities to be zero (but not 1, since that would violate the 

monotonicity condition). If      ' 1 ' 1

0 0 0 00 1 0F F F F   and/or      ' 1 ' 1

0 0 0 00 1 0F F F F   as 

is the case with most functional forms
10

, ours require each type of misclassification probability to 

be bounded between 0 and 1, and not at the possible extremes, because if either of the two types 

of misclassifications takes an extreme value, the matrix '

i iC C becomes singular. A related 

consequence would be large standard errors when misclassification probabilities are too small or 

too large. In contrast to HAS1, our estimator performs best when the misclassification 

probabilities are large in both directions. If the misclassification is known to be one-sided we can 

use a restricted version of our model by imposing  0 0F   or  1 0F   as appropriate, 

circumventing this identification issue while improving the efficiency of the estimator. 

3. MONTE CARLO EXPERIMENT   

In order to assess the impact of covariate-dependent misclassification on estimates with 

and without an appropriate correction mechanism we set up a Monte Carlo experiment which 

mimics the experiment used in Hausman et al. (1998).    We first generated the X matrix in 

equation (1) including three random variables and a constant as covariates. Our X matrix is 

identical to the one they use in section 4 of their paper and comprises of 1x , drawn from a 

lognormal distribution, 2x , a dummy variable equal to one with probability 1/3, 3 ,x  a 

 uniform 0,1 random variable, and a constant. The econometric error term,  , was drawn from a 

standard normal distribution. The parameter vector   also is identical to theirs. Based on this 

data generation process, the latent dependent variable is given by, 

                                                           
10

 A notable exception is the uniform distribution function. 



 

 
     

 
11 

 

*y X    where  1 2 31X x x x ,  1 0.2 1.5 0.6 '     (16) 

 

In our experiment the two types of misclassification probabilities are functions of subsets 

of X . More specifically, we have designed our experiment such that, the covariates in equations 

(7) and (8) are given by  0 31Z x  and  1 2 31Z x x . Denoting  0 00 01   and

 1 10 11 12 ,     given the distribution of 0Z  and 1Z , the expected values of 0 and 1  in 

equations (8) and (9) are, respectively, 

     
00 01

00

0 0 0

01

1

3
E E Z d

 



   




             (17) 

       
10 11 12 10 12

10 11 10

1 1 1

12 12

1 2

3 3
E E Z d d

    

  

     
 

  



             (18) 

where    denotes the normal distribution function.  For consistency with the Hausman et al. 

(1998) experiment, we choose the parameter vectors 0  and 1  such that the expected value of 

each of the two types of misclassification probabilities are both approximately equal to the 

various values they used for 0 and 1  (0.02, 0.05, and 0.2), by numerically integrating (16) and 

(17) using Gauss-Legendre quadrature. We also ran an experiment with symmetric mean 

misclassification at 0.1, and two more sets of Monte Carlo experiments with asymmetric and 

larger misclassification probabilities, 0 1( , )  =(0.3, 0.75) and (0.75, 0.3). The observed 

dependent variable, 
oy , was generated by adding misclassification according to equation (13). 

For each set of parameters, we generated a random sample, and used that sample to 

estimate the model parameters using, (i) the standard probit model (Probit); (ii) HAS1; and (iii) 

GHAS. The results are based on 200 Monte Carlo runs, each with a random sample of 5000 
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observations, for each of the sets of parameter values described in the preceding paragraph. The 

standard errors reported are the standard deviations of each set of 200 estimates. 

Our findings with regard to probit estimates, shown in table 1, though based on a 

different data generating process, are broadly in line with the findings of Hausman et al., (section 

4): (i) Even in the case of a small amount of misclassification, ordinary probit produces 

estimates that are biased by 15-25%; (ii) The problem worsens as the amount of 

misclassification grows; (iii) Not only does probit yield inconsistent estimates, but it can also 

overstate the precision of the estimates. Our results show that the three observations are valid, 

not only for the case with random misclassification, but also for the more general case with 

covariate-dependent misclassification. The problems with the ordinary probit model in the 

presence of a misclassified dependent variable, whether random or covariate-dependent, are not 

small sample problems and thus cannot be overcome by increasing the sample size. As the 

sample size increases,  0 0Z  and  1 1Z  approaches their expected values  0E  and 

 1E  . The consistency of the ordinary probit estimator requires 

     0 1
ˆ ˆ, 0,0MLE MLEE E     

 
which is not the usual case.  

The overstated precision of estimates, together with a significant bias of estimates is a 

more severe issue than having the biased estimates alone. Even when the misclassification 

probabilities are 5%, ordinary probit estimates are at least two standard deviations away from the 

true values, and any statistically significant estimates are but a mere illusion due to the false 

precision, possibly leading a researcher towards incorrect conclusions. The problem worsens as 

the misclassification probabilities increase. 
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Despite not being the correct model, one may expect HAS1 to perform better than the 

ordinary probit model in the presence of covariate-dependent misclassification. As the result 

show, there is no guarantee that HAS1 will perform better, even though it may partially correct 

the bias under certain conditions. More specifically, when the misclassification probabilities are 

small and only depend on one or few covariates which are independent of the covariates of the 

main equation, HAS1 is a better alternative than the conventional probit model. In real 

applications, however, misclassification probabilities may be large and may depend on a large 

number of covariates; hence the random component of misclassification may be much smaller 

relative to the systematic component. Under such conditions HAS1 may increase the bias while 

also reducing the efficiency and thus may not be a better option than ordinary probit.  

When comparing the coefficient estimates of each of the three models presented in  

Table 1, one must be cautious of the scale invariability of the standard binary choice model.  

As Mroz and Zayats (2008) show, ‘direct comparisons and interpretations of arbitrarily scaled 

coefficients from different estimation approaches’ may not be appropriate; the ‘relative effects’ 

or the coefficient ratios could be a better measure of comparison. The idea is that the ratio 

cancels out the common scale factor. Although the magnitude differences are less severe, the 

superiority of GHAS prevails even when evaluating coefficient ratios.  For example, when the 

symmetric misclassification probabilities are 0.1, the average ratio of the estimated 

beta1/intercept in the Monte Carlo with probit was -0.225, compared to -0.260 for HAS1 and -

0.210 for GHAS, while the true value of the ratio is -0.2.  This pattern persists over for all 

parameters and all misclassification probabilities
11

. 

                                                           
11

 These results are available from the authors. 
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As our experimental results show, the superiority of GHAS over HAS1 and ordinary 

probit becomes more apparent both with the increased misclassification probabilities and with 

the increased heterogeneity of the distribution of misclassification probabilities. This holds when 

the probability of misclassification is symmetric or asymmetric.  We intentionally used the two 

last sets of parameters to show a potential outcome of probit estimates when the misclassification 

probabilities (in expectation) are so high that the HAS1 monotonocity condition is not satisfied. 

Misclassification probabilities of these magnitudes are not always unrealistic. In fact, we may 

not abandon a project due to large covariate dependent misclassification probabilities, 

particularly when one or both the misclassification probabilities are very large with a specific sub 

group, but small with others. If we ignore misclassification and use probit estimates, as the 

results show, the co-efficient estimates are not only biased downward but also may show up with 

their signs toggled. Accordingly, large misclassification probabilities could lead to one or more 

of the following consequences with regard to the probit estimates. 

i. Downward biased estimates with the same sign and with reduced statistical 

significance; 

ii. The coefficient of an important variable may appear to be insignificant; 

iii. The bias could be sufficiently large to flip the sign of the estimate; 

iv. An insignificant variable may appear to be significant if it affects 

misclassification probabilities; and/or 

v. The estimates may show an impact larger than the true impact. 

The HAS1 model should not be employed when the misclassification probabilities are 

large. When mean misclassification probabilities sum to a value greater than 1, violating HAS1 

monotonicity requirement, as shown in tables 2 and 3, HAS1 in general predicts very low or zero 
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misclassification. In addition, HAS1 coefficient estimates are not qualitatively different from the 

biased probit estimates.  Typically the magnitudes of the misclassification probabilities are not 

known; using HAS1 when the means of the misclassification probabilities are large and 

systematic may mislead a researcher into believing misclassification is not a problem. 

In addition to its superiority over other models in precisely estimating the coefficients of 

the main equation, GHAS also helps to correctly and precisely estimate the impact of each 

covariate on the two type of misclassification. As the results reported in tables 2 and 3 indicate, 

to precisely estimate the parameters of equations (8) and (9) when the misclassification 

probabilities are small, we need a sizable sample. However, when the misclassification 

probabilities are large, those parameters can be estimated with a high precision even with a 

relatively small sample. 

As a final check, we tested what damage is done if we use GHAS when the probabilities 

of misclassification are not covariate dependent, so HAS1 would be more appropriate.  Not 

surprisingly HAS1 is more efficient than GHAS. However, using GHAS when the 

misclassification is not covariate dependent does little harm. These results are reported in the 

appendix (Tables A1-A3). 

4. APPLICATION TO ESTIMATE THE EFFECIVENESS OF A FAMILY 

IMPROVEMENT PROGRAM 

We demonstrate the applicability of GHAS by using it to estimate the determinants of 

improvement in family functioning after participating in the Strengthening Families Program for 

Parents and Youth 10-14 (SFP) in Washington State and Oregon. For comparison we estimate 

the same model using HAS1 and ordinary probit. The Strengthening Families Program (SFP) is 

an internationally recognized parenting and family strengthening program for high-risk families. 
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The program is designed to be delivered in local communities for groups of 7-12 families. 

Families attend SFP once a week for seven weeks and participate in educational activities that 

bring parents and their children together in learning environments designed to strengthen entire 

families through improved family communication, parenting practices, and parents’ family 

management skills
12

.  

4.1 Applicability of the Model 

The dependent variable of our application is a binary indicator equal to 1 if a participant’s 

self-reported family functionality after the program is higher than the pre-program functionality. 

This indicator variable is derived using the pre-treatment and post-treatment scores measured on 

a Likert scale. One fundamental assumption that we make here is that there are true (latent) 

objective scores before and after the treatment, but neither the researcher nor the respondent 

observes these true values. Each participant makes a subjective assessment of her score and then 

translates it into an integer value within the range of the Likert scale used by the researcher. 

Response bias is the difference between the subjective measures of same objective outcome used 

by different individuals, while response shift bias comes from the response bias of the same 

individual changing at two measurement points (Sprangers and Hoogstraten, 1989; Hill and Betz, 

2005).  

Our study is essentially a “before-after” comparison at the surface. However, under 

certain assumptions the comparison is equivalent to true treatment effect. The family 

functionality of a household, the target of the intervention that we discuss here, in general is a 

slowly-changing variable and highly unlikely to change autonomously within a 7-week period, 

the duration of the intervention. This assumption leads two more results. First, any change in the 
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family functionality of a participant’s household is due to the program effect since the impact of 

any other potential factors is negligible. Second, the family functionality of non-participants does 

not change during this short period. The two results together imply that the “before-after” 

comparison is a good practical measure of treatment effect in our case. 

Our concern here is the misclassification of the indicator variable of improvement that we 

derive. Suppose both pre-treatment and post-treatment scores reported by each participant 

include response bias.  If the magnitude of the bias remains unchanged after the program the 

reported scores show the true change. The issue we face here is that the intervention not only 

changes the family functionality, but also the knowledge about what good functionality is. As a 

result, participants may recalibrate their metrics used to measure and report family functionality 

after the program. As an example, suppose a participant reports her pre-treatment score is 2. 

After the program her family functionality has not changed but due to recalibrating her metric 

she realizes that her initial score should be 3, which she reports as her post-treatment score, 

seeing no improvement in her family functionality from the program. A researcher now observes 

an improvement while she really has not improved, contributing to misclassification probability

0 . Suppose another participant reports her pre-treatment score as 4 but after recalibrating the 

metric she finds that her true score before the program should have only been 3 and now it has 

improved to 4. The researcher observed no improvement while she has really improved and we 

have misclassification type 1 .  Rosenman et al. (2011) has shown substantial response bias and 

response shift bias in SFP data. 

In addition to the misclassification in our binary variable due to response shift bias we 

suspect there is also Likert imbalance bias (Tennekoon and Rosenman, 2012). Likert imbalance 
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bias occurs when subjective measures are translated to a Likert scale value and may complement 

response shift bias.  

By this nature the misclassification in our variable is probably not random. Any response 

shift change of a participant after the treatment likely depends on family and social background 

including her demographics and the characteristics of her SFP group, making HAS1, which 

assumes constant misclassification probabilities, a poor choice. The impact of Likert imbalance 

bias too is uneven across participants with different reported pre-treatment family functioning 

levels. In particular, the participants at one of the extremes of the Likert scale prior to the 

program are more likely to unintentionally misreport.  

Available SFP data are limited and we only have some demographic information and 

reported pre-treatment and post-treatment scores of participants, which impacts not only the 

improvement in family functionality but also the misclassification probabilities. Accordingly, we 

have no way to proceed with the Lewbel (2000) approach, which requires at least one continuous 

variable affecting the improvement but not misclassification, even if we ignore the 

computational complexity of his approach. 

In addition to the variables that we have at hand, unobserved individual effects are likely 

to affect the true improvement in family functionality as well as the bias hence a normal 

distribution appears to be the best functional form choice for these unobserved effects. This 

motivates us to choose normal CDFs  for 0 1,F F  and F . We have one variable, a dummy equal to 

one if the pre-score is near the upper bound, to differentiate 1

iZ  from 0

iZ , which is unlikely to 
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affect 0 . Since we assume 1 0F F  and our F  is symmetric, we need this exclusion restriction 

to distinguish  0 1, ,   from  0 1, ,     . 
13

 

4.2 Data 

Our data consisted of 1,437 observations of parents who attended one of the 94 SFP 

cycles in Washington and Oregon states through 2005-2009. Variables used in the analysis, 

including definitions, and summary statistics are presented in Table 4.  The average family 

functioning, as measured by the change in self-assessed functioning from the pretest to the 

posttest increased from 3.98 to 4.27 after participation in SFP.  Seventy-one percent of the 

participants showed an improvement in family functioning. The remaining 29% showed either a 

negative or no change in family functioning. 

Twenty-five percent of the participants identified themselves as male, 72% as female, and 

3% did not report their gender.  Twenty-seven percent of the participants identified themselves 

as Hispanic/Latino, 60% as White, 2% as African-American; 4% as American Indian/Alaska 

Native, and 3% as other or multiple race/ethnicity, while 3% of the participants did not report 

their race/ethnicity.  Seventy-four percent of the participants reported that they are living with a 

partner or a spouse, and 19% reported not having a spouse or partner. Almost 8% of participating 

parents did not report whether they are living with a partner or a spouse. The average of the 

within-cycle average pre-score was 3.99, not statistically different from the overall average pre-

score of 3.98. The average of the within-program standard deviation of pre-score was 0.499, 

compared to the overall standard deviation of pre-score of 0.566. The implications of these 
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statistics are that there does not seem to be much variation in the attendees of different cycles.  

Around 3% of the sample had reported pre-score values larger than 4.9.  

We used the two gender related variables, the five variables related to race/ethnicity, the 

two variables related to partner/spouse, age, pre-score, within-program average and standard 

deviation of pre-score (despite the seeming consistency in those attracted to the program 

whenever and wherever it was offered) and a constant as the covariates of the main equation. 

Our covariates determining the propensity to record improvement as  no-improvement ( 0 ) were 

three race categories (native and other categories were combined with the category who did not 

report their race/ethnicity)
14

, age, pre-score, a dummy equal to 1 if the pre-score is larger than 

4.9, and a constant. As the covariates determining the propensity to record no-improvement as 

improvement ( 1 ) we used the same three race related variables, age, pre-score and a constant. 

The choice of these variables was partly motivated by the findings of Rosenman et al. (2011). 

The dummy variable pre-score 4.9 was used as a covariate because  people with very high 

initial functioning have little room to show improvement, even if they improve. This variable 

helps specifically to capture Likert scale bias, while serving as an exclusion restriction.  A 

similar variable was not included among the covariates of equation (6) because only 3 

participants had pre-scores below 1.5 and the lowest value of the scale, unlike the highest value, 

did not appear to be binding. 

4.3 Analysis of Results 

The results from GHAS, together with the results of HAS1 and traditional probit, are 

presented in tables 5 and 6.  According to the traditional probit model, improvement after 
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 This combined category was not significantly different from whites. The result was robust when we used the 
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participating in SFP is a function of four covariates. Male participants are less likely to improve 

after the program than are females and those who did not report their gender; African Americans 

are less likely to improve than are other race categories; those who did not report whether they 

are living with a partner or a spouse are less likely to improve than the participants who reported 

that information; and, participants with higher pre-scores are less likely to improve than the 

participants with lower pre-scores.  

HAS1 finds improvement covariates qualitatively similar to those found with the 

ordinary probit, but predicts misclassification probabilities as well. According to the results, the 

probability that a participant with no improvement reporting an improvement ( 0 ) takes the 

lowest possible value, zero. The model also predicts a 3.2% probability that participants who 

improved their family functioning after the program may report that they have not improved  

( 1 ).  

The GHAS estimates are noticeably different from those found with ordinary probit and 

HAS1, albeit not without some similarities. In contrast to HAS1, GHAS indicates that the 

misclassification probabilities in each direction are substantial (based on model predictions) and 

depends on several covariates. When considering 0 , the coefficients of Hispanic dummy, age 

and pre-score are significant. However, the coefficient of the constant term is not significant 

confirming that the random component of misclassification is not significant. Older participants, 

participants with Hispanic origin and people with self-perceived low initial family functioning 

levels are more likely to show improvement even when they do not improve.  

According to GHAS, the probability that true improvement would be reported as no-

improvement ( 1 ) also depends on several covariates. Among the statistically significant 
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determinants of 1  are the constant term, age, pre-score, and pre-score being close to the upper 

bound. The results suggest that older people and people with high initial family functioning 

levels are more likely to misclassify improvement as not happening.  Consistent with Likert 

Scale Bias, people with initial functioning levels closer to the upper bound of the scale have very 

little or no room to show any improvement and therefore are also likely to be misclassified. The 

coefficient of the constant term, albeit statistically highly significant, is small in magnitude, 

suggesting that the random component of misclassification in that direction too is small, 

consistent with the results of HAS1. 

Our most important result, especially in light of the Monte Carlo analysis, is that the 

predictors of improvement found with GHAS model are not the same as those found consistently 

using HAS1 and probit. The male and African American dummies, which were significant in 

HAS1 and probit, are not significant in GHAS. Pre-score and the constant term continue to be 

significant, but with opposite signs. In addition, several variables that were indicated not 

important by HAS1 and probit are significant at conventional levels using GHAS. GHAS 

indicates that Hispanics are more likely to improve than Whites, that the participants from two-

parent families are more likely to improve than single parents, as are the group that did not report 

the details of their partner/spouse. Participants who do not report their gender or race, however, 

are less likely to improve than the participants who report their information. Finally, programs 

with participants from initially better functioning families and programs with more 

heterogeneous participants in terms of their pre-scores are more successful than other programs.  

Of the differences, the most important is that GHAS indicates that better functioning 

families are more likely to improve than poor functioning families, a finding that contrasts with 

what was found with ordinary probit and HAS1.  However, when the initial functioning 
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increases, it increases not only the propensity to improve, but also the propensity to be 

misclassified and not to show the improvement. This explains why ordinary probit, which does 

not account for this misclassification, and HAS1, which does not account for the dependence of 

misclassification on initial functioning, show the opposite. 

The expected values of misclassification probabilities predicted by GHAS,  0 .755E  

and  1 .339E   , are very large and sharply contrast with the HAS1 estimates ( 0 0   and 

1 0.032  ). The results, however, are in conformity with the findings of the Monte Carlo study, 

which showed a severe underestimation of misclassification probabilities by HAS1 when they 

are systematic and of these magnitudes. 

Given the difference in results, one must wonder which model is the most appropriate.  

Overall, GHAS has the best fit among the three models in terms of the log-likelihood, adjusted 

pseudo R-squared (McFadden) and the number of successful predictions (Table 7). The model, 

successfully predicts 1,079 of 1,437 outcomes as reported by the data (75.1%), and estimates that 

1,264 participants (88.0%) really improve after the SFP program compared to the reported 

70.8%. The probit estimate of the number of people improved, for comparison, is 990 (68.9%) 

which, perhaps not surprisingly, is very close to the observed number. HAS1 lags significantly in 

the number of correct predictions of the data as a whole and reports, by far, the smallest number 

of participants who actually improved.  Since HAS1 reports there is no probability of  someone 

who improved recording themselves as not improved and a positive probability someone who 

improved reporting that they did not, this indicates that the main equation seriously underreports 

the predicted improvement, calling into question the validity of its results.   Accordingly, the 
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ultimate effect of misclassification in our observed data could well be a serious underestimation 

of SFP’s efficacy, unless corrected appropriately, with systematic misclassification. 

5. CONCLUSIONS 

When the dependent variable is misclassified, parameter estimates of the binary choice 

model are biased and inconsistent, a condition exacerbated if the misclassification is systematic 

rather than random.  Although nonparametric methods can provide consistent estimates of model 

parameters, those that also provide estimates of misclassification (which may be of significant 

interest to policy makers) are cumbersome and often impossible to implement because of 

additional data needs.   We provide a straightforward method to properly account for endogenous 

misclassification that provides both consistent estimates of the model parameters and yields 

estimates of misclassification probabilities for the sample and for each individual.  Our 

experimental results document the importance of controlling for endogenous misclassification, 

and demonstrate that little harm is done if our approach is used for random misclassification.  

Moreover, our results indicate that possible systematic misclassification is not a factor that a 

researcher can simply ignore. The presence of systematic misclassification can toggle overall 

conclusions and lead analysts to substantially underestimate program benefits. Our application to 

real data from the Strengthening Families Program shows how large misclassification can be 

with subjective self-reported data, and how it can radically affect parameter estimates. 

The ultimate goal of evaluating the efficacy of a treatment is identifying its costs and 

benefits, whether the treatment is preventive, curative or educational. If the results produced are 

spurious, the researchers and any other users of such results may easily end up with wrong 

conclusions, which may have severe policy implications. The model presented here provides an 
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effective and easily implemented way to deal with the issue and estimate treatment effects more 

accurately. 

The applicability of GHAS to the research problem we explained does not prove its 

superiority under all situations. Since MLE consistency is an asymptotic property, the relative 

merits of GHAS and HAS1 are not clearly visible when either the sample size is small or the 

misclassification probabilities are small.  

In our application we ignored the impact of a potential selection bias that could arise if 

the participants of SFP are systematically different from the non-participants. We can easily 

correct for selection bias by combining a selection probit equation with equation (12) and 

estimating a modified bivariate probit with selection. Limitations of our data did not allow us to 

pursue this extension, although it is straightforward. If there is reason to believe that there are 

unobserved variables that affect the outcome as well as the misclassification probabilities, it may 

be appropriate to allow the error terms to be correlated, which is also straight forward.  Finally, a 

misclassified polychotomous variable can be dealt with by enhancing the models presented in 

Abrevaya and Hausman (1999) and Dustman and van Soest (2000) in a manner similar to ours. 
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Table 1: Determinants of Pr (y=1) with covariate dependent misclassification (coefficients) 

 

Variable 

True 

Value 

Probit HAS1 GHAS 

Est. Std. Err. Est. Std. Err. Est. 

Std. 

Err. 

 0E  =  1E  =0.02 
      

Intercept -1.0 -0.894 0.047 -0.920 0.074 -1.034 0.159 

beta1  0.2 0.187 0.013 0.199 0.016 0.209 0.018 

beta2 1.5 1.469 0.043 1.525 0.088 1.522 0.102 

beta3 -0.6 -0.703 0.071 -0.743 0.093 -0.596 0.138 

 0E  =  1E  =0.05  
      

Intercept -1.0 -0.745 0.049 -0.725 0.069 -1.006 0.170 

beta1  0.2 0.168 0.014 0.187 0.016 0.206 0.020 

beta2 1.5 1.419 0.043 1.504 0.083 1.504 0.092 

beta3 -0.6 -0.835 0.073 -0.906 0.102 -0.605 0.172 

 0E  =  1E  =0.1  
     

Intercept -1.0 -0.489 0.049 -0.448 0.070 -0.970 0.148 

beta1  0.2 0.142 0.015 0.170 0.019 0.205 0.018 

beta2 1.5 1.414 0.043 1.554 0.111 1.488 0.074 

beta3 -0.6 -1.138 0.074 -1.283 0.145 -0.631 0.162 

 0E  =  1E  =0.2  
      

Intercept -1.0 -0.135 0.045 0.037 0.141 -1.012 0.262 

beta1  0.2 0.096 0.013 0.142 0.023 0.208 0.026 

beta2 1.5 1.267 0.043 1.622 0.215 1.504 0.113 

beta3 -0.6 -1.356 0.074 -1.720 0.321 -0.595 0.256 

 0E  =0.3,  1E 

=0.75        

Intercept -1.0 0.606 0.046 0.632 0.054 -1.104 0.474 

beta1  0.2 -0.020 0.010 -0.021 0.011 0.222 0.085 

beta2 1.5 1.265 0.047 1.290 0.052 1.582 0.795 

beta3 -0.6 -3.112 0.091 -3.154 0.086 -0.645 0.694 

 0E  =0.75,  1E  =0.3  
     

Intercept -1.0 1.385 0.056 2.204 0.473 -0.995 0.094 

beta1  0.2 -0.016 0.010 0.032 0.034 0.201 0.021 

beta2 1.5 0.615 0.054 0.984 0.071 1.521 0.162 

beta3 -0.6 -1.592 0.087 -2.626 0.630 -0.634 0.252 
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Table 2: Determinants of Pr (yo=1|y=0) with covariate dependent 

misclassification 

Variable 

True 

Value 

HAS1 GHAS 

Est. 

Std. 

Err. Est. 

Std. 

Err. 

 0E  =  1E  =0.02  
        

Intercept -1.00   -0.855 0.296 

gamma01 -4.17    -7.459 12.875 

0
ˆ( )E   0.02 0.009 0.015 0.027 0.020 

 0E  =  1E  =0.05  
        

Intercept -0.50   -0.443   0.210 

gamma01 -3.96   -4.779 2.611 

0
ˆ( )E   0.05 0.004 0.009 0.052 0.018 

 0E  =  1E  =0.1  
      

Intercept 0.25   0.306 0.168 

gamma01 -5.36   -5.833 1.151 

0
ˆ( )E   0.10 0.008 0.014 0.100 0.012 

 0E  =  1E  =0.2  
      

Intercept 0.50   0.528 0.141 

gamma01 -3.49   -3.638 0.596 

0
ˆ( )E   0.20 0.012 0.020 0.199 0.016 

 0E  =0.3,  1E  =0.75  
      

Intercept 1.00   1.027 0.264 

gamma01 -3.60   -3.614 0.304 

0
ˆ( )E   0.30 0.001 0.002 0.305 0.039 

 0E  =0.75,  1E  =0.3  
      

Intercept 5.00   5.048 0.419 

gamma01 -6.64   -6.710 0.606 

0
ˆ( )E   0.75 0.000 0.000 0.750 0.010 
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Table 3: Determinants of Pr (yo=0|y=1) with covariate dependent misclassification  

Variable 

True 

Value 

HAS1 GHAS 

Est. Std. Err. Est. Std. Err. 

 0E  =  1E  =0.02  
        

Intercept -1.00     -0.953  1.825 

gama11 -1.00       -2.059 3.271 

gama12 -2.92     -19.683 95.433 

1
ˆ( )E   0.02 0.015 0.020 0.033 0.035 

 0E  =  1E  =0.05  
      

Intercept -0.50   -0.417   0.919 

gama11 -1.00   -1.472   1.800 

gama12 -2.83   -6.605 17.684 

1
ˆ( )E   0.05 0.041 0.033 0.060 0.040 

 0E  =  1E  =0.1  
      

Intercept 0.25   0.410 0.589 

gama11 -2.00     -2.580 1.295 

gama12 -3.63   -4.828 4.695 

1
ˆ( )E   0.10 0.058 0.035 0.111 0.040 

 0E  =  1E  =0.2  
      

Intercept 0.50   0.601 0.443 

gama11 -1.60   -1.767 0.529 

gama12 -2.40   2.854 1.590 

1
ˆ( )E   0.20 0.121 0.049 0.204 0.050 

 0E  =0.3,  1E  =0.75  
      

Intercept 1.00   1.571 1.169 

gama11 -4.00     -4.774 1.298 

gama12 4.15   4.336 0.908 

1
ˆ( )E   0.75 0.012 0.014 0.746 0.024 

 0E  =0.75,  1E  =0.3  
      

Intercept 1.50   1.542 0.340 

gama11 -2.00   -2.034 0.259 

gama12 -3.60   -3.688 0.600 

1
ˆ( )E   0.30 0.087 0.016 0.301 0.030 
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Table 4: Variable Names, Descriptions and Summary Statistics 

Name Description Mean Std. Dev. 

Improved Observed (misclassified) binary dependent 

variable: Equal to 1 if post-test  score > pre-test 

score 
0.708 0.455 

Male Equal to 1 if the gender is reported as male; 0 

otherwise 0.250 0.433 

Gender Not Reported Equal to 1 if the gender is not reported; 0 

otherwise 0.030 0.170 

Black/African American Equal to 1 if the race is reported as African 

American; 0 otherwise 0.023 0.150 

Hispanic/Latino Equal to 1 if the race is reported as  Hispanic; 0 

otherwise 0.269 0.443 

Native American Equal to 1 if the race is reported as  Native 

American; 0 otherwise 0.040 0.195 

Other Races Equal to 1 if the race is reported as other or of 

multiple ethnicity; 0 otherwise 0.034 0.182 

Race Not Reported Equal to 1 if the race is not reported; 0 otherwise 
0.034 0.182 

Age Integer (17-73) 38.822 7.846 

Living with Partner or 

spouse 

Equal to 1 if reported living with partner or 

spouse; 0 otherwise 0.736 0.441 

Partner/Spouse Details Not 

Reported 

Equal to 1 if the partner/spouse details not 

reported; 0 otherwise 0.077 0.266 

Program Average of Pre-

score 

Average of the pre-scores of the participants 

enrolled in the same program; Continuous 

variable between 1-5 
3.987 0.237 

Program Std. Dev. of Pre-

score 

Standard deviation of the pre-scores of the 

participants enrolled in the same program; 

Continuous variable 
0.499 0.173 

Pre-test Score Self-reported pre-test score; Semi-continuous 

variable between 1-5 3.979 0.546 

Pre-test Score > 4.9 Equal to 1 if the pre-score > 4.90; 0 otherwise 0.033 0.178 
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Table 5: Determinants of True Improvement in Family Functionality 

Variable 

Probit HAS1 GHAS 

Est. 

Std. 

Err. Est. 

Std. 

Err. Est. 

Std. 

Err. 

Improvement                   

Male  -0.250 *** 0.090 -0.300 *** 0.103 0.572   0.517 

Gender Not Reported 0.436   0.305 0.548   0.403 -2.032 *** 0.786 

Excluded: Female                  

Black or African-American -0.525 ** 0.239 -0.563 ** 0.252 -0.368   0.744 

Hispanic -0.148   0.096 -0.120   0.111 1.139 * 0.680 

Native American  -0.294   0.194 -0.319   0.213 -0.424  0.735 

Other Races -0.115   0.201 -0.052   0.241 3.166   6.290 

Race Not Reported 0.375   0.290 0.357   0.326 -1.441 * 0.827 

Excluded: White                   

Age -0.002   0.005 -0.003   0.006 -0.015   0.022 

Living with Partner/Spouse  -0.158   0.105 -0.162   0.118 1.151 *** 0.402 

Partner/Spouse Details Not 

Reported -0.500 *** 0.166 -0.573 *** 0.187 2.367 *** 0.832 

Excluded: Not Living with 

Partner/Spouse                  

Program Average of Pre-score 0.165   0.199 0.307   0.241 1.568 ** 0.762 

Program Std. Dev. of Pre-score -0.337   0.250 -0.225   0.296 2.029 ** 1.023 

Pre-score -1.358 *** 0.096 -1.612 *** 0.173 1.454 *** 0.440 

Intercept 5.951 *** 0.834 6.527 *** 1.060 -12.635 *** 3.387 

*** p<0.01; ** p<0.05; *p<0.10  
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Table 6: Determinants of  Probabilities of Misclassification    

Variable 

HAS1 GHAS 

Est. 

Std. 

Err. Est. 

Std. 

Err. 

Recording No Improvement as Improvement         

Black or African-American      -7.831   5.534 

Hispanic      -15.139 *  9.007 

Race Not Reported and other races      -3.317   4.032 

Excluded: White             

Age       0.629  * 0.358 

Pre-score      -3.922  * 2.088 

Intercept    2.849   5.747 

0
ˆ( )E   0.000 *** 0.000 0.7549 *** 0.015 

Recording Improvement as No Improvement          

Black or African-American      0.428   0.368 

Hispanic      -0.143   0.137 

Race Not Reported and other races      0.149   0.202 

Excluded: White             

Age      0.013 * 0.007 

Pre-score      1.139 *** 0.146 

Pre-score > 4.9      1.086 *** 0.355 

Intercept    -5.533 *** 0.702 

1
ˆ( )E   0.0320  0.020 0.3387 *** 0.025 

*** p<0.01; ** p<0.05; *p<0.10 

 

 

 

 

Table 7: Overall Comparison of three Models 

 Probit HAS1 GHAS 

Number of observations 1437 1437 1437 

Number of free parameters 14 16 27 

Log-likelihood -709.091 -707.051 -687.508 

Adjusted Pseudo-R2 (McFadden) 0.1683 0.1678 0.1781 

Correct predictions 1048 (72.9%) 932 (64.9%) 1079 (75.1%) 

Estimated number of participants 

improved their family functionality 

 

990 (68.9%) 

 

686 (47.7%) 

 

1264 (88.0%) 
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APPENDIX 

 

The simulation results for the binary data with random (non-systematic) misclassification, reported in 

tables A1-A3 below, are based on 100 Monte Carlo runs each with 5000 observations. 

 

Table A1: Determinants of Pr(y=1) with random misclassification (coefficients) 

 

Variable 

True 

Value 

Probit HAS1 GHAS 

Est. Std. Err. Est. Std. Err. Est. 

Std. 

Err. 

 0E  =  1E  =0.02 
      

Intercept -1.0 -0.934 0.047 -1.031 0.113 -1.112 0.212 

beta1  0.2 0.183 0.012 0.205 0.021 0.216 0.027 

beta2 1.5 1.414 0.039 1.538 0.118 1.593 0.173 

beta3 -0.6 -0.561 0.071 -0.636 0.110 -0.588 0.208 

 0E  =  1E  =0.05  
      

Intercept -1.0 -0.844 0.048 -1.035 0.170 -1.112 0.290 

beta1  0.2 0.159 0.015 0.207 0.033 0.217 0.042 

beta2 1.5 1.290 0.041 1.546 0.182 1.587 0.242 

beta3 -0.6 -0.498 0.068 -0.644 0.133 -0.573 0.278 

 0E  =  1E  =0.1  
     

Intercept -1.0 -0.716 0.050 -1.025 0.207 -1.101 0.376 

beta1  0.2 0.128 0.014 0.208 0.046 0.214 0.054 

beta2 1.5 1.107 0.040 1.548 0.241 1.580 0.317 

beta3 -0.6 -0.411 0.066 -0.652 0.180 -0.553 0.370 

 0E  =  1E  =0.2  
      

Intercept -1.0 -0.507 0.046 -0.998 0.319 -1.094 0.596 

beta1  0.2 0.085 0.012 0.204 0.065 0.217 0.092 

beta2 1.5 0.790 0.037 1.509 0.383 1.563 0.549 

beta3 -0.6 -0.278 0.066 -0.638 0.263 -0.561 0.525 
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Table A2: Determinants of Pr (yo=1|y=0) with random misclassification 

Variable 

True 

Value 

HAS1 GHAS 

Est. 

Std. 

Err. Est. 

Std. 

Err. 

 0E  =  1E  =0.02  
        

Intercept -2.054   -3.661 16.008 

gamma01 0.000    -3.700 48.952 

0
ˆ( )E   0.02 0.027 0.026 0.038 0.031 

 0E  =  1E  =0.05  
        

Intercept -1.645   -2.165   3.383 

gamma01 0.000   -0.024 4.125 

0
ˆ( )E   0.05 0.055 0.039 0.062 0.044 

 0E  =  1E  =0.1  
      

Intercept -1.282   -1.534 0.872 

gamma01 0.000   -0.071 0.858 

0
ˆ( )E   0.10 0.099 0.050 0.100 0.056 

 0E  =  1E  =0.2  
      

Intercept -0.841   -1.513 2.326 

gamma01 0.000   0.412 2.626 

0
ˆ( )E   0.20 0.181 0.070 0.175 0.090 
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Table A3: Determinants of Pr (yo=0|y=1) with random misclassification  

Variable 

True 

Value 

HAS1 GHAS 

Est. Std. Err. Est. Std. Err. 

 0E  =  1E  =0.02  
        

Intercept -2.054     -3.256  3.545 

gama11 0.000       -0.071 2.087 

gama12 0.000     -0.923 7.774 

1
ˆ( )E   0.02 0.019 0.023 0.031 0.032 

 0E  =  1E  =0.05  
      

Intercept -1.645   -2.443   1.539 

gama11 0.000   -0.524   1.758 

gama12 0.000   -0.822 5.328 

1
ˆ( )E   0.05 0.049 0.033 0.060 0.051 

 0E  =  1E  =0.1  
      

Intercept -1.282   -1.725 1.016 

gama11 0.000     0.250 1.102 

gama12 0.000   -0.125 1.795 

1
ˆ( )E   0.10 0.098 0.048 0.100 0.059 

 0E  =  1E  =0.2  
      

Intercept -0.841   -1.378 1.518 

gama11 0.000   0.183 1.256 

gama12 0.000   0.081 1.465 

1
ˆ( )E   0.20 0.183 0.069 0.178 0.091 
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CHAPTER TWO 

 “BEHOLD, A VIRGIN IS WITH HIV!” MISREPORTING SEXUAL BEHAVIOR  

AMONG INFECTED ADOLESCENTS 

 

ABSTRACT 

In four Southern African countries where the HIV prevalence rate is among the highest in 

the world, 46.4% of female adolescents infected with HIV report having never engaged in sex. 

This finding indicates either the dominance of non-sexual modes of HIV transmission or 

systematic misreporting of sexual behavior in these countries. We propose a method to estimate 

the extent of misreporting and find that the true percentages of virgins among the HIV infected 

adolescent females is 32.1%. After accounting for misreporting, the contribution of sexual mode 

for HIV transmission is estimated as 50.4%, compared to the estimate of 35.5% if we assume no 

misreporting.  

 

Key words: misclassification, premarital sex, HIV transmission mode, partial observability, sub 

Saharan Africa 

JEL codes: C39,C51,I10,I18,O55. 
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1. INTRODUCTION
1
 

In four Southern African countries where the HIV prevalence rate is among the highest in 

the world, 46.4% of female adolescents infected with HIV report having never engaged in sex. 

This finding indicates either the dominance of non-sexual modes of HIV transmission or 

systematic misreporting of sexual behavior in these countries. We propose a method to quantify 

the extent of misreporting and use those estimates to measure the impact of non-sexual modes of 

HIV transmission in these countries more accurately. 

The United Nations Development Programme (UNDP) views the HIV epidemic as ‘the 

great reversal in human development inflicted on many countries’ during the last two decades 

(UNDP, 2005). The World Health Organization, reporting a total of 33.4 million people living 

with HIV worldwide, considers the epidemic as a ‘major public health challenge’ (WHO, 2010). 

HIV is widely perceived as a sexually transmitted decease. This view has been endorsed by the 

majority of researchers (Schmid et al., 2004; Boulos et al., 2006; Herida et al., 2007; Hall et al., 

2008). Accordingly, the resources channeled for the prevention of HIV are mostly allocated for 

the programs that target the sexual mode of transmission. 

However, conventional estimates indicate that the contribution of sexual acts to the 

transmission of HIV in Southern African countries may be overemphasized. This view is based 

on the fact that a sizable fraction of adolescents in these countries testing positive for HIV self-

reported as never having had sex (Gavin et al., 2006; Brewer et al., 2007; Deuchert, 2011). There 

is no consensus among researchers if misreporting leads to this anomaly. Gavin et al. (2006) 

                                                           
1
 This research was supported in part by a grant from the National Institute of Drug Abuse (R21-DA 025139-01A1).   
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suspect a high proportion of misreporting while Brewer et al. (2007) challenge that view. 

Deuchert (2011) highlights the need to quantify the extent of misreporting. 

Sexual behaviors are often subjected to misreporting. In particular, in societies where 

sexual purity of a woman before marriage is highly valued, an unmarried woman seeking a union 

may not reveal previous sexual activity. Research shows that pre-marital sex carries significant 

stigma in most African cultures (Mensch et al., 2005;  George, 2008; Molla et al.  2008; and 

others) providing strong incentives for non-virgins to misrepresent their status.  

In this paper we estimate the extent of misreporting of pre-marital sex among unmarried 

female adolescents (15-19 years) in four Southern African countries; Lesotho, Swaziland, 

Zambia and Zimbabwe. The four countries are among the top 6 countries in terms of adult 

prevalence of HIV/AIDS. We show here that misreporting, either intentional or unintentional, 

can be viewed as a partial observability problem and quantify the extent of misreporting in 

reported sexual behavior using an econometric approach based on Poirier (1980). The estimates 

of unobserved true sexual activity can in turn be used to measure the impact of sexual and non-

sexual modes of transmission of HIV in these countries using an empirical counterfactual 

method.  

This study provides a direct answer to the existing ‘HIV-Virgin puzzle’ thereby guiding 

prevention programs on the optimal balance of resource allocation between the programs 

targeting sexual behavior and those targeting other potential routes of HIV transmission. The 

magnitude of misreporting of sexual behavior is useful for other related research and policy 

decisions.  Although a specific application, this study also demonstrates how to overcome the 
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issue of endogenously misclassified data, which may pervade much data, especially that which is 

self-reported. 

The paper proceeds as follows. In section 2, we discuss the role of sexual modes of 

HIV/AIDS transmission based on the estimates from published reports and research papers. In 

section 3, we present our approach to identify the determinants of the decision to abstain from or 

engage in pre-marital sex and the extent of misreporting of such behavior and how to use these 

results to estimate the impact of sexual and non-sexual modes of HIV transmission in Africa. 

Section 4 has our empirical application. Section 5 offers conclusions and implications. 

2. HIV TRANSMISSION IN AFRICA 

There is little disagreement that HIV is predominantly sexually transmitted in most 

developed countries. According to the Centers for Disease Control and Prevention, 86% of new 

HIV cases reported in 2008 in the US were sexually transmitted (CDC, 2010). In Canada, the 

corresponding estimate is 79% (PHAC, 2009). The predominant mode of transmission varies 

across different regions of Europe. In Western and Central European regions sexual mode has 

been responsible for 91% and 79% of cases respectively.  But in Eastern Europe, in contrast, it is 

estimated that injection drug usage causes 62% of HIV cases, while sexual activity only accounts 

for 37% (Herida et al., 2007). 

 Most population estimates
2
 for sub-Saharan African counties also identify sexual 

transmission as the predominant mode of HIV transmission (Schmid et al. ,2004). The Uganda 

National AIDS Commission (2009) estimates that 99% of new HIV infections in adults (15-49 

                                                           
2
 Estimates that support sexual transmission as the predominant mode of HIV infection are based on surveillance 

data and not on random sampling of the general population. Two approaches used widely to estimate the 
population level characteristics of HIV epidemic are the workbook method (Lyerla et al., 2006) and the EPP method 
(Ghys, 2004).  
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years) in Uganda are sexually transmitted.   Gouws et al. (2006) estimate the mode of 

transmission of 95% of new HIV infections in Kenya are sex related while the Kenya National 

AIDS Control Council estimates the corresponding number as 94% (KNBS, 2010). 

More recently, the Demographic and Health Surveys (DHS) funded by the U.S. Agency 

for International Development (USAID)
3
 have raised concerns on the validity of the assumption 

that HIV in Africa is predominantly transmitted through sexual activity. Analyzing the self-

reported DHS data and the HIV test results Gavin et al. (2006) point out that 41% of HIV 

infected females aged 15-19 years in Zimbabwe identify themselves as virgins. Brewer et al. 

(2007) document that 44% of HIV positive female adolescents in Kenya, 48% in Lesotho and 

56% in Tanzania also self-report as virgins. Deuchert (2011) shows that HIV prevalence among 

unmarried adolescent women (age 15-19 years) in Lesotho, Zimbabwe and Swaziland who self-

report as virgins is 53%, 33% and 65% respectively.  

There have been at least five hypotheses to explain the above anomaly. Creek et al. 

(2006) suggest four possibilities: data collection or entry errors; having sexual exposures to HIV 

through an act the respondent do not consider as having sex; not reporting the sexual behavior 

truthfully; and getting infected through a nonsexual route. A fifth explanation is a high number 

of false positives in HIV testing.  Gavin et al. (2006) attribute most of these cases to misreporting 

in the context of social desirability bias. In a society where the virginity of woman until marriage 

is highly prized respondents may lie about premarital sex, even in anonymous surveys. Brewer et 

al. (2007), challenging the view of Gavin et al., highlight other possibilities such as contaminated 

blood during medical, dental, cosmetic, or ritualistic procedures. They also suggest the 

                                                           
3
 The DHS use nationally-representative relatively large (5,000-30,000) household samples to collect comparable 

data in the areas of population, health, and nutrition in developing countries. The data collection process has been 
supplemented with volunteer HIV testing of participants in 30 countries since 2001.  
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possibility of false positive tests. Deuchert (2011) discusses the exact issue as her main research 

concern, which she terms as the ‘HIV-Virgin puzzle’. Her findings favor the view of Brewer at 

al. that the magnitude of ‘other possibilities’ may be larger than the conventional estimates. 

From a policy perspective we can categorize the suggested explanations of the observed 

anomaly into three groups: 

(i) Data entry and coding errors and intentional and unintentional misreporting all of 

which underreport sexual activity among HIV sufferers; 

(ii) Mistaken beliefs among experts that the epidemic is transmitted predominantly 

through sexual modes, hence the data that nonsexual modes dominate are correct, 

and; 

(iii) False positives in test results so the prevalence of HIV is significantly lower than 

reported, especially among those without sexual activity.
4
 

The first and third set of possibilities supports the conventional wisdom that HIV is 

predominantly sexually transmitted, while the second challenges that view. Intentional 

misreporting and underreporting of sex-related behavior is a well-documented phenomenon 

(O’Sullivan, 2008; Saltzman et al., 2008). Unmarried people may prefer to report as never 

having had sex (Palen et al., 2008; Beguy et al., 2009), married people may not report their extra-

marital affairs (de Walque, 2007) and homosexuals may not reveal their behavior due to social 

stigma.  It is also possible that some adolescents would unintentionally misreport their sexual 

                                                           
4
 Given a greater incidence of HIV among sexually active adolescents, false positives will be a greater share of the 

positive test results among virgins if the false positive rate is independent of sexual activity or positively correlated 
with virginity. The false negative rate with the ELISA test is close to zero, hence is not an issue here. 
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behavior if the respondent does not consider certain sexual acts as ‘having sex’ (Creek et al., 

2006). For example, anal intercourse may not be viewed as an act of sexual intercourse by some 

respondents, while its contribution to the transmission of HIV is on par with an act of vaginal 

intercourse. From a policy perspective, however, both intentional and unintentional misreporting 

leads to the same issue; overestimation of the importance of non-sexual modes of HIV 

transmission. The predominance of non-sexual modes is also supported by several studies. 

Gisselquist et al. (2002) attribute an important portion of HIV infections in sub Saharan Africa to 

unsafe medical procedures. The view is also supported by Brewer et al. (2007) and favored by 

Deuchert (2011).  

 This paper focuses on the idea that the number of HIV cases not explained by self-

reported risky sexual behaviors may include both misreported cases (intentional or unintentional) 

and genuinely non-sexually transmitted cases, assuming that there are no errors in testing 

procedures
5
. Our goal is to identify what fraction of those cases is misreported and ultimately to 

measure the correct impact of sexual modes on HIV transmission in Africa. Given the severity of 

the epidemic and the scarcity of resources available for prevention programs, it is vital that the 

resource portfolio be optimally balanced between the programs targeting the sexual and non-

sexual modes of transmission. This in turn requires a better understanding of the disease 

transmission. If misreporting is high and the sexual mode is the dominant mode of transmission, 

anti-HIV campaigns should continue to focus on risky sexual behavior and allocate resources to 

improve sexual education, condom use, and other messages that might reduce the spread of HIV 

                                                           
5
 The HIV testing procedure related to Demographic and Health Surveys requires at least two sequential ELISA tests 

to produce positive results in order to record a positive HIV case in the first round. If the second ELISA test is 
negative, the positive status has to be confirmed by a Western blot test or two more sequential ELISA tests. 
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through sex. On the other hand, if misreporting is low and non-sexual modes causes more HIV 

cases in sub Saharan Africa, prevention interventions should focus more on health care settings, 

blood safety, injection safety and other such methods of prevention. 

Surprisingly, the only serious effort to quantify the extent of misreporting is Deuchert 

(2011)
6
. Although the paper clearly outlines and explains the problem, it does not extend the 

analysis to decompose misreporting from true sexual behavior. Her analysis is limited to 

estimating two numbers; the proportion of sexually transmitted HIV infections assuming no 

misreporting as 70% and  the fraction of the cases have to be misreported if sex is the dominant 

mode of transmission of HIV in the selected countries as 55%.  We deal with the issue directly 

and use a statistical approach to estimate the extent of misreporting, as well as the proportion of 

sexually transmitted HIV infections after accounting for potential misreporting. 

3. THE MODEL 

Let the unobserved latent propensity that a female adolescent would be infected with HIV 

be *

1ih , which is a function of her sexual activity, 1 ,iy  and other observable characteristics ( )iz . 

Here, 1iy is a binary variable equal to 1 if the respondent abstained from premarital sex, and 0 

otherwise.   We can write 

(1)  
*

1ji i i ih y z     , 

where  and  are parameters and i is an iid random term which indicates HIV transmission is 

stochastic. If 1ih  is a binary variable equal to 1 if the respondent has HIV, her HIV status we 

                                                           
6
 Interesting readers are directed to read Deuchert (2011) for additional details about the issue and a more 

comprehensive literature survey.  
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observe can be expressed as 
 

 

*

*

0 0

1 0

i

i

i

h
h

h

  
  

  

 . If we can observe ih and 1iy without error, the 

parameters of (1) can be consistently estimated using a probit model assuming  0,1i N  and 

the fraction of HIV cases due to non-sexual modes of transmission can be estimated as
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where (.) is the univariate normal CDF. This is the 

approach followed in Deuchert (2011) when the author estimates the proportion of HIV cases 

due to non-sexual modes, assuming no misreporting. However, even if we observe ih without 

error, if there is potential misreporting about sexual activity and we observe 1iy with error, the 

fraction of HIV cases due to non-sexual modes estimated in the above manner is biased and 

inconsistent. What we do here is first constructing a proxy, 1
ˆ ,iy for unobserved 1iy and then use it 

to estimate the proportion of HIV cases due to non-sexual modes as 
 
 1

ˆˆ

ˆˆˆ

i

i i

z

y z

 

 

 

 
. 

We model the data generating process of the reported sexual behavior iy  as the result of two 

sequential decisions. First agents decide whether to abstain from pre-marital sex, which is just 

our 1iy  above.   The second decision is conditional on the first and those who did not abstain 

from pre-marital sex make that decision, whether to reveal their true status or misreport, where 

2 1iy  indicates the respondent lied about her status
7
. Agents who did abstain from pre-marital 

                                                           
7
 Note that by defining virgins as those who abstain from pre-marital sex we exclude ‘technical virgins’, who would 

not engage with vaginal intercourse, but would practice other risky sexual behaviors such as anal intercourse to 
preserve ‘virginity’ and avoid pregnancy. Some respondents may believe that the survey definition of sexual 
intercourse includes only vaginal sex and hence misreport their sexual behavior unintentionally. 
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sex always report their true status because there is no stigma attached to not having pre-marital 

sex, i.e., if 1 21, 0i iy y for i   . If we can observe both 1iy  and 2iy , the model is analogous to the 

classical sample selection model (Heckman, 1979) as follows
8
: 

(2)   
 

 

 

 

*

*

1

1
*

1

*

2

2 1
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2

,          1, 2

0 0

1 0
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,         if 0
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ji ji j ji

i

i

i

i
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For identification, we assume bivariate normal errors such that,
1

2

0 1
,

0 1

i

i

BVN
 

 

      
      
      

. The 

decision sequence leads to three potential outcomes.  

 

 

 

1 2 1 1

1 2 2 1 1 2 2

1 2 2 1 1 2 2

Never having sex : Pr ( 1) & ( 0) ( )

Having sex and misreporting : Pr ( 0) & ( 1) ( , , )

Having sex and revealing : Pr ( 0) & ( 0) ( , , )

i i i

i i i i

i i i i

y y x

y y x x

y y x x



  

  

   

     

     
  

In the above (.) and are 2 (.) are the univariate and bivariate cumulative distribution 

functions respectively. As previously noted, we assume the remaining combination of being a 

virgin but reporting pre-marital sex 1 2( 1) ( 0)i iy y    has zero probability. 

The problem at hand is that we do not observe the first and second outcomes separately. 

The observed binary outcome for being a virgin, 1,iy   is given by 1 2i i iy y y   where

2 1 1 2 2Pr( 1) 1 ( , , )i i iy x x       and 2 1 1 2 2Pr( 0) ( , , )i i iy x x      , which is a univariate 

mapping of an underlying bivariate decision process.  We emphasize that we are unable to 

                                                           
8
 In classical sample selection model, we would observe 2iy  when 1 0iy  . 
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differentiate between true virgins and those who only claim to be virgins, hence the only 

observations we are sure of are those for 0.iy   The model is equivalent to the bivariate model 

with partial observability presented in Poirier (1980), except having opposite signs for  s. In 

fact, if we use (1 )iy  as the dependent variable instead of iy  the two models are identical and the 

parameters of the model are identified when the vectors 1 2i ix x , except under the ‘peculiar’ 

conditions specified in Poirier (1980)
9
. The parameters of the model can be estimated by 

maximizing the following log-likelihood function. 

(3)      
 

   

2 1 1 2 21

1 2 1 2

1 2 1 1 2 2
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, , ; ,

                                  1 ln ( , , )

n
i i i

i i

i i i i
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x x n

y x x
ll

  
  

  





   
 
     
 

  

where   
1

2 1 2 1 2

ˆ

ˆ arg max , , ; ,

ˆ

i ix xll



   



 
 

 
 
  

 

We can proxy the true sexual activity of an agent net of any measurement error as 

(4)       1 1
1 1 1

1 1 2 1 1 2 2

ˆ( )
ˆ Pr | 1 Pr | 0 .

ˆ ˆ ˆ ˆ( ) ( , , )

i
i i i i i i

i i i

x
y y y y y y

x x x



   

 
           

  

Note that if there is no misreporting 2 1 1 2 2( , , ) 0i ix x      , 1
ˆ

i iy y and the fraction of HIV 

cases due to non-sexual modes is 
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i

i i

z

y z

 

 

 

 
. When there is misreporting the proportion of 

true virgins in the population is given by 1 1

1 1 2 1 1 2 2
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y x
E

x x x



   

 
      

 and the 

                                                           
9
 The ‘peculiar’ conditions stated in Poirier (1980) are related to insufficient variability of exogenous variables. 
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proportion for the HIV infected sub population can be estimated as 
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4. THE APPLICATION 

The top 6 countries in the world in terms of adult HIV prevalence rate are Swaziland 

(25.9%), Botswana (24.8%), Lesotho (23.6%),  South Africa (17.8%), Zimbabwe  (14.3%) and 

Zambia (13.5%), all located in Southern Africa (UNAIDS, 2010). For our analysis of various 

factors affecting the prevalence   of HIV, the decision to engage in pre-marital sex and to not 

report such behavior truthfully, we chose 4 of these countries (Swaziland, Lesotho, Zimbabwe 

and Zambia) for which comparable data are available in the Demographic and Health Surveys 

(DHS). The four countries selected have many similarities in terms of their socio-economic 

conditions including income level, average life expectancy, adult literacy rate, years of 

schooling, income level and the degree of urbanization. Previous literature has identified that a 

significant fraction of unmarried female adolescents who are HIV positive in these countries 

have self-reported as never having had sex. Accordingly, the focus group of our study was never 

married female adolescents in the 15-19 age range.  

4.1  Data 

Our analysis is based on the most recent
10

 standard Demographic and Health Surveys 

administered in the selected countries and supplemented with volunteer HIV testing. The 

Demographic and Health Surveys, implemented in each country by local statistical agencies with 
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 Most recent survey datasets available by end 2010. 
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the technical assistance of the MEASURE DHS project funded by USAID, are based on 

nationally representative random household samples from over 85 countries. The HIV test results 

of the survey respondents who voluntarily provide blood samples, however, are available for 

approximately 30 countries. The focus group of these surveys is women in their reproductive age 

(15-49 years). The survey questionnaires and the procedures have been standardized across 

countries in order to facilitate cross country comparisons. However, one remaining issue we face 

when pooling data from four different surveys is that the pooled data sample cannot be treated as 

a random draw from the aggregate population even though the samples from each country are 

random draws from the respective populations. This is because the sampling rates used in each 

country are not equal. We overcome this barrier by weight-adjusting each of the likelihood 

functions before estimating the parameters so that the iid assumption of our econometric models 

is not violated. We used the inverse of sampling rates as weights after normalizing. 

Our interest in this project is on the never married group of women ages 15-19 years in 

these countries. The selected sub-sample comprises 5,570 women; 72% of them self-report that 

they have never had sex. HIV is present in 250 (4.5%) women of the sample, with prevalence in 

the sample ranging from 3.0% in Lesotho to 7.7% in Swaziland.  Among the 250 women tested 

HIV positive, 116 (46.4%) claim to never have had sex. Given the standard of the documented 

HIV testing procedure, we assume that the laboratory procedures to ensure a person’s HIV status 

are reliable. Accordingly, we ignore the possibility of false positive results as suggested by 

Brewer et al. (2007). 

By nature of our application, both the decision to stay as a virgin until marriage as well as 

to underreport any sexual behavior are driven by social stigma. Accordingly, demographic and 
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behavioral characteristics, which may be treated as proxies for social stigma, can be expected to 

affect both decisions. In order to estimate the parameters in equation (3), we used age 

(categorized by age group), education level, wealth category (richer and richest categories 

referenced to lower wealth categories), place of residence (country dummies and whether urban 

or rural), employment status and smoking status as the covariates of never having sex. All these 

variables have been found associated with pre-marital sex in previous studies. As the covariates 

of misreporting sexual activity, we used country dummies and an indicator for residents in urban 

areas to capture the difference in social pressure across countries and between rural and urban 

areas. As the sexual relationships at a very young age are generally discouraged by most 

societies the tendency to misreport is likely to decrease with age. We included age dummies to 

capture this association. 

The identification of the parameters of equation (3), however, requires some exclusion 

restrictions. Fortunately, we have some information about the survey environment, in particularly 

the presence of a third person and that person’s gender, which may affect the decision to 

misreport but not the decision to abstain from pre-marital sex. If a third person is present when 

the survey is administered female adolescents of these countries are less likely to reveal their 

sexual acts. We exploit the availability of this information and included two variables, the 

presence of a male adult and the presence of a female adult as additional covariates of 

misreporting.  

As the covariates of having HIV we used the reported (if 0iy  ) or estimated (if 1iy  ) 

sexual activity together with all the demographic and behavioral variables that entered as the 

covariates of sexual activity. We also used additional variables as proxies for general health and 
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sanitary conditions and general knowledge related to HIV. We expected that people with better 

health conditions and better understanding about HIV to have lower incidence. The number of 

observations and mean values for the variables that we used for estimating each model are 

reported in Table-1
11

. 

4.2 Sexual Activity and the Extent of Misreporting 

The parameter estimates of equation (3) are presented in Table 2. We observe the 

expected sign with most of the coefficients of the covariates of both never having sex and 

misreporting.  As expected, the possibility that a person has never had sex decreases with age 

showing the effect of increasing exposure as an adolescent spends more time as a potentially 

sexually active person. More educated respondents were more likely to remain virgins. There are 

at least three reasons to explain the effect of education on premarital sex. First, the more one 

devotes her time for education the less time she has available to spend with a partner. Second, 

with improved knowledge she is more aware of the risks associated.  Finally, the opportunity 

cost of pre-marital sex is higher for a woman who has ambitious education goals than for a less 

educated woman since an unexpected pregnancy would almost always shatter an adolescent 

woman’s dreams to improve her socio-economic status in this part of the world.  

The wealth effect on being a virgin is positive, in particular when we compare the 

wealthiest 40% of the population with the others. This too may indicate the higher opportunity 

cost of pregnancy and health risk. People living in urban areas and those who are employed are 

more likely to have pre-marital sex than their counterparts living in rural areas and are 
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 Religion and ethnicity, which could have an impact on each decision, were not used to avoid a potential 
identification issue since they were without sufficient variability. Preliminary estimates showed that education 
level is not a significant factor influencing misreporting, which suggests that unintentional misreporting is not 
substantial.  
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unemployed. These results are intuitive as the employed and residents of urban areas have more 

chances to interact with people and thus more likely to find a matching partner than an 

unemployed person or a person living in a rural area. Finally, smokers were less likely to be 

virgins than non-smokers, reflecting a greater propensity towards risk among smokers. 

As we conjectured, the tendency to misreport by adolescent females varied across 

countries and between urban and rural areas, indicating that social pressures differ across 

cultures. The age-misreporting profile of female adolescents takes an inverted U-shape, peaking 

at the age of 16 years. In general, the younger a female adolescent the more her likelihood of 

misreporting, showing that the social stigma diminishes with age or perhaps she becomes less 

susceptible to social pressure as she ages. However, when very young (15 years) she may be less 

strategic than she would be a year later, perhaps underestimating or not being matured enough to 

assess the consequences, or generally more rebellious and less concerned about the consequences 

of revealing she is not a virgin. The impact of the presence of another adult when the survey 

questionnaire was answered increased the tendency to misreport, as expected. If that additional 

adult was female the impact is small and insignificant. However, if that person was male, a non-

virgin was significantly more likely to report being a virgin than when no third person is present. 

This indicates that the social pressure on female adolescents in southern Africa to remain a virgin 

until marriage is sourced mainly from the opposite gender.  

We also estimate a moderately positive and statistically significant correlation between 

the two error terms, indicating that any unobservable variables affecting the decision to remain a 

virgin until marriage also increases the likelihood of misreporting. This suggests that there could 
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be additional factors that cause social stigma, pushing girls to abstain from pre-marital sex and 

also not to reveal any act that violates the accepted social norm. 

4.3 Prevalence of HIV 

We estimated the prevalence of HIV using two probit models, each using the same 

covariates but the first model assuming no misreporting of sexual behavior and the second 

allowing for possible misreporting. The results of both models are consistent. As expected, those 

who reported or predicted to have been virgins are significantly less likely to be infected than the 

others. The general trend is that the likelihood of being infected increases with age, although 

only the coefficient for 16 years old is significant. The parameter estimate indicates the youngest 

group (15 years) is more susceptible than the group a year older. One possible explanation is that 

they are less likely to have safe sex, placing them at a more vulnerable position compared to the 

older groups, even if they could possibly have a lower number of sexual encounters. This effect, 

however, is not statistically significant. 

The risk of HIV diminishes as education level rises. Wealth effects are not significant but 

indicate a concave risk profile. The second quintile ranked by wealth, possibly corresponding to 

the upper middle class, faces the largest risk. This may reflect the aggregate of two offsetting 

effects, increased opportunities for sex with increased wealth and increased affordability and 

access to safe sex. There were some differences across countries in the probability of having HIV 

(country fixed effects). However, there was no significant difference between urban and rural 

locations within a country, by employment status or by smoking behavior.  

We used two variables as proxies for health and sanitary conditions of the household, the 

availability of toilet facilities and the availability of access to water in less than 30 minutes. The 
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results show that the adolescents living in households with better access to water face a lower 

risk than their counterparts. We also used five variables as proxies for HIV related knowledge; 

whether using condoms can reduce the risk of HIV, whether having a single partner can reduce 

the risk and whether witchcraft, mosquito bites or food-sharing can cause HIV. None of the 

variables were statistically significant at conventional levels
12

 and the signs were inconsistent.  

Most confusing in these results, perhaps, is that the sign on the knowledge about HIV and 

condom use is negative, as would be expected, but the sign on knowing multiple partners 

increases the probability of getting HIV was positive.  It may be that anti-HIV programs 

targeting condom use are more persuasive than those targeting multiple partners. It does imply, 

however, that on average adolescents do not allow knowledge of the risk from multiple partners 

to dissuade activities that increase HIV risk, perhaps mitigating that risk by using condoms. 

4.4 Population Level Estimates 

Having fitted the values of the model parameters, it is straightforward to estimate the 

expected misclassification probabilities at the individual level. We can use these individual 

estimates to derive population level estimates using equation (4). The estimated percentage of 

female adolescents who really are virgins is only 50.1%, compared with 72.0% who report so. 

Not surprisingly, HIV infected female adolescents are less likely to misreport than healthy 

females. Among the 46.4% reported virgins who tested HIV positive, we estimate that 32.1% are 

true virgins. In other words, 43.9% of adolescents who engage with pre-marital sex misreport 

while only 21.1% of the HIV infected sub population misreport. This difference is intuitive since 

the HIV infected respondents, particularly the ones who have an idea about their true or likely 
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 Correlations between these measures were weak, on the order of 0.2 to 0.3, so collinearity is not likely the cause 
of the lack of statistical significance. 
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status, have less to gain by misreporting compared to their healthy counterparts. The estimated 

level of misreporting is not ignorable but the number is far less than to the Deuchert (2011) 

threshold of 55% which is the required level of misreporting for the sexual mode to be the 

dominant cause of HIV transmission in these countries.  

The probit model that assumes no misreporting predicts an overall prevalence rate of 

4.55% and a prevalence rate of 2.93% without sexual activity.
13

 As implied by these numbers the 

contribution of non-sexual modes to the HIV transmission in selected countries is 64.4%. In the 

Deuchert (2011) study which excludes Zambia, the corresponding number is estimated as 70%. 

When we replace the reported sexual activity using our estimated sexual behavior, the same 

model predicts an HIV prevalence rate of 2.25% for the combined female adolescent population 

in Lesotho, Swaziland, Zambia and Zimbabwe if there is no sexual exposure and an overall 

prevalence rate of 4.54%.
14

  The estimated contribution of non-sexual modes for HIV 

transmission is 49.6%. Even after accounting for potential misreporting, non-sexual modes 

appear to almost equally contribute to the HIV transmission in southern Africa as through sexual 

modes. On average, 2.25% of adolescent females in these countries get infected by HIV through 

nonsexual transmission.  

5. CONCLUSIONS  

The strategies to prevent HIV in Africa still rely mainly on limiting extra-marital 

heterosexual relationships, promoting abstention, promoting contraceptive use and improving 

                                                           
13

 If there were no sexual activity among all female adolescents the prevalence rate would be 2.93%.  The 
incremental prevalence (4.55%-2.93%) can thus be attributed to sexual activity since the 4.55% includes both 
sexual and non-sexual transmissions.  Hence the share of nonsexual transmission is 2.93/4.55. 
14

 The estimated overall prevalence rate with and without misreporting of sexual activity is essentially the same 
because both sets of estimates in Table 3 are based on actual HIV status and the same control variables, the only 
difference being the reported or estimated sexual activity.  
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gender equality to strengthen women’s position in negotiating sexual relationships. These 

policies have been motivated by the opinion of the majority of researchers that the epidemic is 

predominantly sexually transmitted in sub-Saharan Africa. This practice of attempting to ‘turn 

African women into “gatekeepers” who negotiate sexual relations and risk-reduction strategies’ 

has been criticized since Geshekter (1994). A sizable amount of research acknowledges that the 

epidemic in sub-Saharan Africa has to be viewed differently than how it spreads and prevails in 

the regions with better socio-economic conditions.  

It has been suggested that unsafe medical procedures including untested blood 

transfusion and injections with unsterile needles and syringes as well as the higher susceptibility 

to the virus from weakened immune system after other diseases like malaria, tuberculosis, 

cholera or parasitic diseases and malnutrition in general are more responsible for the high rates 

of HIV prevalence in Africa than is heterosexual transmission (Geshekter, 1994; Gisselquist et 

al., 2002; Schneider and Drucker 2006; Brewer et al., 2007). Since Geshekter (1994), the 

proponents of this alternative hypothesis have faced the burden of proving their claim.  

The ‘HIV-virgin puzzle’ that we discuss here was with some potential to provide 

evidence favoring the alternative hypothesis against the accepted hypothesis that HIV is 

predominantly sexually transmitted in the sub Saharan African countries too. However, the 

unreliability of the self-reported survey responses hindered this potential. In the absence of any 

quantitative estimates for the extent of misreporting, the proponents of non-sexual modes of 

transmission lacked weapons to defend their position.  

By incorporating statistical estimates of misreporting sexual activity, we isolate the 

‘virgin-HIV puzzle’ from the issue of misreporting.  Our findings show that, even though 



 

 
     

 
57 

 

misreporting is sizable, it does not completely explain the anomaly.  Our results indicate that the 

contribution of sexual modes for HIV transmission in southern Africa is only a little over 50%. 

This number, despite being lower than the corresponding number for many other regions of the 

world, is not a complete outlier. For example, in Eastern Europe the sexual mode only contribute 

to 37% of HIV infections. However, next obvious question is what constitutes the other 

possibilities contributing to the remaining 50% of cases.  

Injection drug usage, which is the dominant cause of HIV transmission in certain parts of 

the world (for example, 62% of HIV cases in Eastern Europe) has not been identified as a major 

cause of HIV transmission in Africa. The possibility of vertical (mother-to-child) transmission is 

ruled out for this sample on the grounds that those who get infected at the birth are unlikely to 

survive 15 years (Deuchert, 2011). The same argument is valid, to some extent, for the case of 

iatrogenic transmission if most contact by virgins in Africa with the health care system is during 

their childhood. Thus, our estimate of the potential cases of misreporting only solves a part of the 

puzzle leaving room for further investigations. 

 The accuracy of our estimates is affected by several factors. The decomposition 

technique we used relies on the dependence of each decision on the covariates that we used. 

Variations not explained by the covariates used is apportioned automatically between the error 

terms of the two equations similar to any error component model and this depends on our 

functional form assumptions. Moreover, the accuracy of the prevalence rate estimates too is 

affected by the model fit of the probit equation. In addition, HIV testing by participants of DHS 

surveys is voluntary. If those who allowed HIV testing are in some way, for example, in their 
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sexual activity, systematically different from the overall population, our population level 

inferences could be biased. 

In our entire analysis, we assumed that the observed HIV status is correct.  However, if 

this assumption is not valid, for example if we have any false positives, we have a misclassified 

dependant variable in our probit models that leads to biased and inconsistent coefficient 

estimates (Hausman, 2001) and thereby affects the accuracy of our estimates that quantifies the 

contribution of the sexual mode.  

 The high rate of false positives in enzyme immune assay (e.g., ELISA) tests, which is the 

main determinant of HIV status in DHS surveys, is well known and the general consensus is that 

they should only be used as screening tests. In the US, the CDC treats a negative EIA result as 

conclusive, but a positive result is always to be verified using a conformity test such as a 

Western blot test (CDC, 2001). In DHS surveys, a Western blot test is carried out only if two 

independent ELISA tests produce opposite results. The argument that the two ELISA tests are 

independent, however, is questionable since both blood samples are collected at the same time 

and are nearly equally prone to contamination during the procedure and, more importantly, are 

likely to be equally responsive to any condition that would trigger a false positive signal such as 

other medical conditions and antibodies resulting from any previous test. We leave investigation 

of this possibility to future research. 
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Table 1: Summary Statistics 
  Lesotho Swaziland Zambia Zimbabwe All* 

Females aged 15-19 and never married 
    Number of observations 1,438 1,166 1,302 1,664 5,570 

Means of  variables 
     Reported never having sex 0.698 0.630 0.616 0.886 0.720 

HIV Positive  0.030 0.077 0.044 0.036 0.051 
Age 

     15 years 0.212 0.207 0.276 0.213 0.204 
16 years 0.259 0.223 0.232 0.261 0.233 
17 years 0.197 0.220 0.190 0.189 0.194 
18 years 0.183 0.178 0.160 0.186 0.174 
19 years 0.150 0.172 0.142 0.151 0.153 
Education 

     No education 0.002 0.020 0.027 0.003 0.011 
Primary 0.584 0.375 0.438 0.222 0.311 
Secondary 0.414 0.600 0.531 0.770 0.632 
Higher 0.000 0.005 0.005 0.004 0.004 
Wealth 

     Richest (First quintile) 0.136 0.159 0.113 0.148 0.144 
Richer (Second quintile) 0.193 0.178 0.137 0.153 0.159 
Middle (Third quintile)  0.201 0.198 0.167 0.189 0.185 
Poor (Fourth quintile) 0.208 0.232 0.275 0.197 0.207 
Poorer (Fifth quintile)  0.262 0.233 0.307 0.313 0.264 
Survey environment 

     Adult male was present 0.062 0.033 0.068 0.048 0.042 
Adult female was present  0.108 0.058 0.127 0.081 0.073 
Living conditions 

     No toilet facility 0.388 0.149 0.133 0.244 0.201 
Access to water in 30 minutes 0.627 0.810 0.865 0.806 0.763 
Knowledge about HIV 

     Reduce if use condoms 0.719 0.864 0.664 0.680 0.727 
Reduce if only one partner 0.761 0.901 0.837 0.772 0.794 
$ÏÎȭÔ ÇÅÔ ÂÙ ÍÏÓÑÕÉÔÏÅÓ 0.525 0.704 0.710 0.804 0.705 
$ÏÎȭÔ ÇÅÔ ÂÙ sharing food 0.684 0.873 0.827 0.840 0.806 
$ÏÎȭÔ ÇÅÔ ÂÙ ×ÉÔÃÈÃÒÁÆÔ 0.798 0.929 0.810 0.892 0.858 
Other 

     Employed 0.177 0.120 0.195 0.210 0.162 
Urban 0.266 0.234 0.543 0.408 0.317 
Smoker 0.006 0.005 0.004 0.003 0.004 
* Means have been weighted using the inverse of sampling rates and normalized. 
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Table 2: Being a Virgin and Misreporting 

Variable Estimate Std. dev. p-value 

Being a virgin 
Constant -1.018 ***  0.323  0.002 
Country dummies (excluded: Lesotho)          
Swaziland 0.238 

 
0.260  0.361 

Zambia -0.342 
 

0.343  0.320 
Zimbabwe -0.019   0.326  0.953 
Age (excluded: 19 years)          
15 years 1.787 ***  0.152  0.000 
16 years 1.111 ***  0.125  0.000 
17 years 0.671 ***  0.111  0.000 
18 years 0.272 ** 0.118  0.021 
Education          
Secondary 0.524 ***  0.088  0.000 
Higher 1.649 ***  0.447  0.000 
Wealth          
Richest (First quintile) 0.552 ***  0.117  0.000 
Richer (Second quintile) 0.174 ** 0.081  0.032 
Other          
Employed -0.784 ***  0.216  0.000 
Urban -0.508 ***  0.137  0.000 
Smoker -0.457   0.493  0.354 

Misreporting 
   

 
 Constant -0.420 ** 0.199  0.035 

Country dummies (excluded: Lesotho) 
   

 
 Swaziland -1.047 ***  0.378  0.006 

Zambia -0.222 
 

0.248  0.373 
Zimbabwe 0.948 ***  0.189  0.000 
Age (excluded: 19 years) 

   
 

 15 years 0.501 ** 0.239  0.036 
16 years 0.897 ***  0.135  0.000 
17 years 0.350 ***  0.129  0.007 
18 years 0.170 

 
0.112  0.130 

Other 
   

 
 Urban 0.147 * 0.087  0.091 

Survey environment 
   

 
 Adult male was present 0.391 * 0.229  0.088 

Adult female was present  0.046 
 

0.177  0.794 

#ÏÒÒÅÌÁÔÉÏÎ ÃÏÅÆÆÉÃÉÅÎÔ ɉʍɊ 0.390 ** 0.196  0.047 
Number of observations        5,570 
Log-likelihood 

   
 -2390.82 

Adjusted pseudo R-squared        0.1927 

* p<0.1,**p<0.05,***p<0.001 
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Table 3: Prevalence of HIV  

 
Assuming no misreporting     Allowing estimated misreporting 

Variable Estimate Std. dev. p-value Estimate Std. dev. p-value 

Being a virgin (As reported) -0.518 ***  0.084 0.000     
Being a virgin (Estimated) 

    
-0.570 ***  0.114 0.000 

Constant -0.674 ** 0.294 0.022 -0.771 ***  0.291 0.008 
Country dummies (excluded: Lesotho)  
Swaziland 0.485 ***  0.102 0.000 0.562 ***  0.102 0.000 
Zambia 0.135 

 
0.107 0.205 0.133  0.106 0.211 

Zimbabwe 0.303 ***  0.122 0.003 0.219 ** 0.099 0.027 
Age (excluded: 19 years)                 
15 years -0.114 

 
0.123 0.354 -0.009  0.132 0.943 

16 years -0.269 ** 0.121 0.027 -0.234 * 0.122 0.055 
17 years -0.112 

 
0.116 0.336 -0.087   0.116 0.452 

18 years -0.020 
 

0.112 0.860 -0.012  0.110 0.911 
Education (excluded: No education)  
Primary -0.767 ***  0.236 0.001 -0.774 ***  0.235 0.001 
Secondary and Higher -0.926 ***  0.243 0.000 -0.896 ***  0.243 0.000 
Wealth(excluded: Poorer ɀ Fifth quintile)  
Richest (First quintile) 0.168 

 
0.185 0.365 0.189  0.183 0.303 

Richer (Second quintile) 0.221 
 

0.168 0.190 0.222  0.167 0.182 
Middle (Third quintile)  0.173 

 
0.157 0.269 0.173  0.155 0.265 

Poor (Fourth quintile) 0.012 
 

0.148 0.937 0.004  0.147 0.978 
Living conditions                
No toilet facility 0.023 

 
0.125 0.854 0.025  0.124 0.840 

Access to water in 30 minutes -0.199 ** 0.093 0.032 -0.203 ** 0.092 0.028 
Knowledge about HIV 

    
    

Reduce if use condoms -0.026 
 

0.094 0.781 -0.005  0.095 0.958 
Reduce if only one partner 0.065 

 
0.109 0.552 0.054  0.109 0.618 

$ÏÎȭÔ ÇÅÔ ÂÙ ÍÏÓÑÕÉÔÏÅÓ -0.073 
 

0.091 0.423 -0.089  0.090 0.328 
$ÏÎȭÔ ÇÅÔ ÂÙ ÓÈÁÒÉÎÇ ÆÏÏÄ 0.020 

 
0.113 0.862 0.018  0.112 0.872 

$ÏÎȭÔ ÇÅÔ ÂÙ ×ÉÔÃÈÃÒÁÆÔ -0.077 
 

0.128 0.548 -0.068  0.127 0.592 
Other 

    
    

Urban 0.133 
 

0.111 0.231 0.099  0.112 0.376 
Employed 0.108 

 
0.094 0.351 0.030  0.096 0.752 

Smoker 0.099 
 

0.491 0.840 0.114  0.478 0.812 

Number of observations       5,570    5,570 
Log-likelihood 

   
-1009.70  -1017.18 

Pseudo R-squared       0.0891   0.0824 

* p<0.1,**p<0.05,***p<0.001 
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CHAPTER THREE 

CAN AN OBJECTIVE MEASURE BE A BETTER ALTERNATIVE?  

SELF-REPORTED AND BIO-CHEMICAL DATA  

FOR IDENTIFYING ACTIVE SMOKERS 

 

ABSTRACT 

Researchers often use the discrepancy between the self-reported and 

biochemically assessed active smoking status to argue that self-reported smoking 

status is not reliable, ignoring the limitations of biochemically assessed measures 

and treating the chosen objective measure as the gold standard in their 

comparisons. Here, we employ recent advances in econometric techniques to 

compare self-reported and objectively measured smoking data taking into account 

errors with both methods. Our results suggest that objective measures may not 

always be more reliable than self-reported data. 

 

Key words: smoking prevalence, misclassification, social desirability, biochemical 

assessments. 

JEL codes: C13, C18, I10, I13, I18.  
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1. INTRODUCTION 

The reliability of self-reported smoking behavior reported at surveys is questioned 

widely. Social desirability and other biases may lead respondents to misrepresent their smoking 

status. When the reported smoking status is linked to a direct financial incentive as in the case of 

insurance premiums, a smoker has additional reasons to misreport.  As a result, biochemically 

assessed objective measures are popular as substitutes to predict smoking behavior. The relative 

accuracy of one measure in comparison to the other is often considered as a proof of reliability of 

that measure. However, it is not possible to ascertain the accuracy of a measure using its 

alternative without knowing how close each measure to the actual value. For example, when 

each measure is biased in the same manner a perfect agreement of the two measures is possible 

while both are inaccurate. Since the direction of the bias of these measures is not known 

precisely a researcher has little basis to rely on one measure or the other. Here, we employ recent 

advances in econometric techniques to estimate the accuracy of each measure in predicting true 

smoking status. This is the first attempt to estimate the probability that the predicted behavior is 

in error and use those estimates to evaluate the reliability of self-reported and objectively 

measured smoking status. 

Tobacco use remains the single largest preventable cause of death in the US as well as 

globally. It kills 443,000 people each year in the US (USDHHS, 2010) and nearly 6 million 

people globally (WHO, 2011). Controlling tobacco use is a policy priority of most governments 

and having accurate measures of tobacco use is an important prerequisite for measuring the 

success of such efforts. The patterns of smoking across different sub-populations, for example, 

can be used to optimally allocate resources between various prevention programs. Accurately 
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predicting smoking status is not only a concern of policymakers. Insurance service providers 

need to accurately identify smokers in order to avoid nonsmokers paying a higher premium to 

compensate for the additional risk taken by smokers.  More generally, some employers do not 

want to have smokers on their payroll. 

The reliability of self-reported smoking data has widely been questioned. In particular, in 

the aftermath of increased anti-tobacco legislation and more hostile social norms against 

smoking, some survey respondents are believed not likely to feel comfortable admitting that they 

currently smoke. Some groups such as pregnant women and parents of young children are more 

reluctant than others to admit that they are smoking as their smoking behavior is even more 

socially undesirable (Florescu et al., 2009). Smokers typically pay a higher insurance premium 

than nonsmokers and face unfavorable labor market outcomes including higher unemployment 

and wage penalties (Levine et al., 1997; van Ours, 2004; Auld, 2005; Grafova and Stafford, 

2009; Cowan and Schwab, 2011) motivating them to underreport when self-reported information 

is used to screen smokers before an insurance contract or potential employment.  

Objective measures of behavioral variables are often used as substitutes when self-

reported data are considered unreliable. Among the objective measures used to identify active 

smokers are the levels of carbon monoxide, NNAL (4-(methylnitrosamino)-1-(3-pyridyl)-1-

butanol), and cotinine in various body fluids. Cotinine is the most popular biomarker for 

identifying smokers due to its perceived high accuracy. Nicotine, the main addictive ingredient 

in tobacco is metabolised into cotinine within the body in addition to being available directly in 

tobacco. Its longer half-life compared to nicotine makes it a better candidate to detect tobacco 

use more accurately (Perez-Stable et al., 1995). Cotinine concentration is typically measured in 
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blood, urine or saliva samples and occasionally using breast milk or hair (Florescu et al., 2009). 

Blood cotinine concentration, in particular, is considered a reliable indicator of exposure to 

tobacco smoke.  

There is a wealth of research assessing the relationship between self-reported smoking 

data as referenced to biochemical assessments.  Any discrepancies between the two measures are 

usually attributed to the unreliability of self-reported data (West et al. 2007; Gorber et al., 2009) 

and only in few instances to the limitations of the objective measure (Yeager and Krosnick, 

2010, for example).  Thus, the observed variations are typically explained using the factors that 

would affect self-reported data including the sample characteristics (adults, adolescents, pregnant 

women), survey environment (home, school), survey method (face-to-face, online), and survey 

design (direct and indirect questions), but rarely attributed to the characteristics of the objective 

measure.  The majority of research comparing the two measures has found a small percentage of 

misreporting by current smokers. However, there are many exceptions, some documenting a 

substantial percentage of misreporting by current smokers and others showing a bias in the 

opposite direction (Gorber et al., 2009). 

The accuracy of biochemically assessed tests is often expressed in terms of sensitivity, 

specificity and sometimes using the positive predictive value. These statistical measures of 

biochemically assessed smoking tests depend on the biomarker used as well as the type of body 

fluid tested. Various objective measures that use different biomarkers are highly correlated but 

do not always produce the same result. 

Sensitivity and specificity as well as the positive and negative predictive values of a 

biochemically assessed smoking test depend on the chosen threshold point as this value 
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moderates the trade-off between type I and type II errors. There are no universally agreed upon 

standards for these values. For example, 20 studies that use serum cotinine concentration to 

identify active smokers, (Gorber et al., 2009) had threshold values that varied from 8 ng/mL to 

50 ng/mL. The manual for the laboratory procedures used for the National Health and Nutrition 

Examination Survey (Gunter et al.,1996) suggests two thresholds, a serum cotinine concentration 

less than 5 ng/mL as an indication of a nonsmoker and a concentration of more than 15 ng/mL as 

an indication of an active smoker. The range in between, according to the manual, may indicate 

exposure to passive smoking. 

In spite of broad differences between various objective measures used to identify active 

smokers some researchers have assumed their chosen objective measure as a gold standard to 

measure the bias in self-reported smoking data. For example, West et al. (2007) dispute the usual 

assumption that the estimates based on self-reported data are ‘sufficiently accurate for policy 

purposes’, arguing that ‘this assumption has not been adequately tested’ but ignores the potential 

errors in objective measures. Comparing data used to compute national prevalence estimates in 

the US, UK and Poland with an objective measure (Cotinine concentration in serum for US and 

in saliva for UK and Poland) they estimate that the national prevalence rates in the US, UK and 

Poland are underestimated by 0.6%, 2.8% and 4.4% respectively. Gorber et al. (2009) is a useful 

systematic review of all previous work comprising the self-reported and biochemically assessed 

smoking prevalence estimates. They compare 54 previous studies on adult smoking behavior, 

each contain observational and experimental outcomes, to find an overall trend of 

underestimation when self-reported smoking status is used to derive smoking prevalence rates.  

The majority of studies show that self-reports are downward biased, but interestingly, 11 of them 
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reported upward biases. Only 3 studies showed no discrepancy between observational and 

experimental measures. Yeager and Krosnick (2010) estimate the discrepancy between self-

reported smoking status in National Health and Nutrition Examination Surveys conducted during 

2001–2002 to 2007–2008 and serum cotinine concentration levels elevated above the threshold 

to be in the range from 0.89% to 0.94%. They, however, attribute this discrepancy to the 

potential error in the objective measurement. 

The wide variation in results reported in previous studies that compares self-reported and 

objective measures show the dependence of each measure on underlying attributes. The accuracy 

of self-reported data depends on the characteristics of the target population, survey method, 

framing of the questionnaire and the survey environment. The accuracy of the objective measure 

depends on the biomarker used, type of body fluid tested and, perhaps most importantly, the 

threshold used to separate smokers and nonsmokers. While these factors could explain the 

observed differences between self-reported and objective measures in the rates of smoking, they 

do not give any indication of the bias that results with either method, and thus we emphasize the 

fallacy of comparing self-reported and objectively measured data to investigate the accuracy of 

one or the other.  

The only study we found that evaluates the self-reported and serum-cotinine based 

measures of smoking status without comparing them to each other is Perez-Stable et al. (1995). 

Their strategy is to compare each measure to other biochemical measures such as hemoglobin, 

red and white blood cells, iron, lead, cholesterol, vitamin A and vitamin E, physical examination 

results including body mass index, pulse rate and blood pressure and depression assessments. 

Using a sample of 743 Mexican Americans they show that their outside anchors have stronger 
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correlations with serum cotinine level than the self-reported smoking intensity. In addition to 

being not a population level study, identification strategy they used is itself questionable. They 

assume that their outside anchors can be used to identify true smokers based on previous studies 

that document such association. However, the association of these measures with smoking 

intensity could be a result of the elevated cotinine level rather than the smoking behavior itself.  

In this study, we use an econometric approach to predict the probabilities of 

misclassification in self-reported and biochemically assessed data in absolute terms. The paper 

contributes to the literature in several ways. First, we propose a method to estimate the extent of 

misreporting in self-reported smoking data without requiring any biochemical assessments for 

comparison. The method measures two types of misreporting probabilities (smokers reporting as 

nonsmokers and vice versa) separately, not just the net effect at the population level, by 

predicting the likelihood that a particular respondent misreports, again without using any ‘gold 

standard’. Second, by using the same method on objective measures of smoking behavior,  we 

estimate the proportion of type I and type II errors. Finally, the results provide some insights 

when one should rely on self-reported data and when such data should be validated using a 

separate objective measure.  

In section 2, we explain our study sample, discuss the characteristics of self-reported and 

objectively measured data and compare those directly as previous researchers do. In section 3, 

we present the model used to estimate the covariate dependent misclassification. In section 4, we 

present our estimates of two types of error probabilities in self-reported and biochemically 

assessed smoking status data. The results are compared with the relative errors presented in 

section 2. We discuss the relevant policy issues and conclude in section 5. 
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2. THE STUDY SAMPLE  

We use data from National Health and Nutrition Examination Survey (NHANES) for our 

analysis. The survey is a continuous program of the National Center for Health Statistics, US, 

that examines a nationally representative sample of about 5000 persons each year and comprises 

of a survey component and a laboratory examination component. The availability of self-

reported answers to smoking related questions as well as the levels of serum cotinine 

concentrations which can be used to construct an objective measure of smoking behavior makes 

this dataset a perfect choice for our study. The sampling procedure of NHANES is complicated 

as certain categories (for example Mexican Americans and other Hispanics) are oversampled. 

Accordingly, we use survey weights in all our estimations and analysis. 

We used data from NHANES 2009-10, the most recent, and eliminated the observations 

without both objective and self-reported measures
1
. The final sample included 5712 observations 

from adults (aged 20 years or older) of both genders. The survey was administered as a face to 

face interview for this sample. We define a self-reported smoker based on the answers to two 

survey questions. First, the respondents are asked ‘Did you smoke at least 100 cigarettes in your 

entire life?’. If they answered ‘Yes’, they are asked a second question ‘Do you now smoke 

cigarettes?’ for which they can choose one of the three answers, ‘everyday’, ‘some days’ or ‘not 

at all’. If someone answered ‘everyday’ or ‘some days’ to the second question we coded that 

person’s reported smoking status ( iR ) as 1. If they answered ‘No’ to the first question or ‘not at 

all’ to the second question the variable was coded 0. 

                                                           
1
 If the respondents with missing observations are systematically different in way that it affects their smoking 

behavior, eliminating of these observations could introduce a selection bias. We tested this possibility using the 
Heckman 2-step procedure by including the ‘Inverse Mills Ratio’ from a first stage probit regression as a covariate 
and found no evidence of selection bias with other estimates being qualitatively similar. The results reported here 
do not include these selection correction terms.  
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  We followed the guidelines of the laboratory manual for NHANES and used the 

threshold value of 15 ng/mL to define tested smoking status ( iT ) based on the measured serum 

cotinine concentration. The variable was coded as 1 if the cotinine measurement exceeded the 

threshold and as 0 otherwise. When coded in this manner there were 1,247 (21.8%) reported 

smokers and 1,391 (24.4%) tested smokers. After applying survey weights, the percentages of 

reported and tested smokers were 20.3% and 24.3% respectively. 

In our sample 48.4% were male, 18.3% were Mexican American, 10.3% were other 

Hispanic, 48.7% were non-Hispanic White and 17.1% were non-Hispanic Black. There were 

5.6% reported as belong to other or mixed race/ethnicity. Over one-half (51.9%) were married 

while 10.9% were divorcees, 8.6% were widows, 3.3% were separated, 8.1% lived with a partner 

and 17.2% were never married. There were 20.3% with graduate degrees or above, 28.0% were 

with some college or associate degrees, 22.8% were high school graduates with GED or 

equivalent and 16.1% were educated up to grade 9-11. Additional summary statistics including 

the weighted averages of these variables are presented in Table-1. 

Self-reported data derived using the two survey questions above indicates that 20.35% of 

the US population are active smokers, while it is 24.26% based on the objective measure. 

However, this information is not sufficient to infer whether the self-reported data is 

underreported, the tested data comprises of a large number of false positives, or it is a 

combination of these two possibilities. As an initial check, we may compare the two indicators 

directly. Both measures produce identical results for 93.48% of people but for the remaining 

6.52% the two measures show opposite results. There are 74.44% people classified as 

nonsmokers and 19.04% people classified as smokers unambiguously by each indicator. There 



 

 
     

 
75 

 

are 5.22% self-reported nonsmokers identified as smokers when the objective measure is used. 

The remaining 1.31% claim that they smoke but the objective measure shows the opposite.  

Previous researchers have made various assumptions when faced with a discrepancy 

between self-reported and objectively measured smoking data. 

i. Assume that the objective measure is true and attribute the entire discrepancy to 

underreporting of self-reported data  i iS T . Under this assumption, our self-

reported data has a sensitivity and specificity each approximately equal to 0.935 as 

reported in Table 2. 

ii. Assume that the self-reported data is accurate and attribute the deviations to the 

limitations of the test  i iS R . Under this assumption our objective measure has a 

sensitivity of 0.785 and a specificity of 0.983. 

iii. Assume that when either of the measures identifies a smoker it is correct but a person 

is considered a nonsmoker only if both self-reported and cotinine based measures 

indicate the person is not a smoker, ie.,     1 1i i iS T R    . This is the usual 

practice of insurance service providers. 

As the researcher never observes iS , the true smoking status, verifying the validity of any 

assumption above is a challenge. In fact, iS can take any value irrespective of the values of iT and 

iR . Even if iT and iR perfectly agree for all observations, it does not prove that we have 

accurately measured iS since both measures could be wrong simultaneously. Our approach here 

is to independently estimate the expected error probabilities of each measure with respect to the 

true value using an econometric approach. 



 

 
     

 
76 

 

When policies are formulated for smoking prevention it is important to measure the 

impact of various interventions accurately. This requires correctly estimating smoking 

prevalence at different time points nationally as well as for various sub-populations. The findings 

of this study could be used to decide whether the self-reported data is sufficiently accurate for 

this purpose and if not whether the additional cost of a biochemical assessment is justified by an 

increased accuracy of estimates. The results will also be useful for insurance service providers 

and any employers who would like to recruit nonsmokers as our method helps to identify not 

only the causal factors of being a current smoker but also the causal factors of a smoker being 

misclassified when self-reported data or a biochemical assessment is used. 

3. THE MODEL TO IDENTIFY COVARIATE DEPENDENT 

MISCLASSIFICATION 

The econometric technique that we use here to identify type I and type II errors in an 

observed misclassified binary variable is based on the MLE estimator presented in Hausman et 

al. (1998) and its generalization to the systematically-dependent case presented in Tennekoon 

and Rosenman (2011). The first step is to estimate the parameters of the following likelihood 

function.
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In the above, 0

iS is the observed binary dependent variable (the self-reported or 

biochemically assessed smoking status, in our case) equal to 1 if classified as a smoker and 0 

otherwise,  ( ) Pr 1i iX S   , the propensity to be a smoker where iS is the true smoking 



 

 
     

 
77 

 

status and iX is a vector of causal factors affecting the smoking status; 

   0 0

0 Pr 1| 0i i iZ S S    is the  probability of a true nonsmoker being classified as a smoker; 

0

iZ is a vector of causal factors affecting the probability of a false positive; 

   1

1 Pr 0 | 1o

i i iZ S S    is the  probability of a true smoker being classified as a nonsmoker; 

1

iZ is a vector of causal factors affecting the probability of a false negative;    denotes the 

standard normal cumulative probability distribution function and  0 1, ,    are the vectors of 

parameters to be estimated
2
. The sensitivity and specificity of the observed measure are given by 

 1

11 iZ  and  0

01 iZ  respectively. 

When 0 1

i iZ Z , the parameters of the model can be identified through non-linearity. The 

maximum likelihood estimators is, 

(2)   0 1

0 1 0 1
ˆ ˆ ˆ, , arg max , , ; , ,i i iX Z Z      

 
=  L   

Once the parameters of (1) are estimated, the fractions of type I and type II errors can be 

estimated as follows. 

(3)   
   

       

0

01

0 1
1 0 1

ˆ ˆ
Pr ( 1) ( 0)

ˆ ˆˆ ˆ

o
n

i i io

i i

i i i i i

S X Z
E S S n

X Z X Z

 

   





  
     

    
   

(4)   
     

       

1

11

1 0
1 1 0

ˆ ˆ1
Pr ( 0) ( 1)

ˆ ˆˆ ˆ

o
n

i i io

i i

i i i i i

S X Z
E S S n

X Z X Z

 

   





  
     

     
   

                                                           
2
 An interested reader is directed to Tennekoon and Rosenman (2011) for additional technical details of the 

estimator. 
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Finally, the estimated error rates can be used to derive sensitivity, specificity and positive 

and negative predictive values of each observed indicator variable in comparison to the true 

smoking status. When estimating the error rates of self-reported data we calibrate the model 

allowing o

i iS R . When estimating the error rates of the cotinine based test results we allow 

o

i iS T . To facilitate better comparison of two indicators we use the same variables in vector iX

in both models which comprises of the socio-demographic and behavioral variables that affect 

the decision to be a current smoker.  

The factors causing type I and type II errors are not the same under two situations. When 

data is self-reported, smokers are more likely to underreport when they are not ‘expected’ to be 

smokers, for example when pregnant. We do not see any reason for a nonsmoker to report as 

smoker
3
 except for random reporting errors. When the serum cotinine level is used as an 

indicator of current smoking behavior, it is likely that some of the nonsmokers with a high level 

of environmental tobacco exposure to be classified as smokers. Misclassification is also a 

possibility when a person has a deficiency with her system of metabolism (Hukkanen et al., 

2005). Accordingly, the variables included in vectors 0

iZ and 1

iZ of each model were chosen 

considering the causal factors underlying each misclassification process. 

4. ESTIMATION RESULTS 

The results of the two estimations we did are reported in Tables 3 and 4. We used self-

reported smoking status as the dependent variable for producing the results presented in Table 3 

and a dependent variable based on the serum cotinine level to produce the results presented in 

                                                           
3
 Some nonsmoking adolescents are likely to think that they will look cool if report as smoking. Since our sample 

only includes adults aged 20 or older this possibility is unlikely. 
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Table 4. The results of both models are in agreement when we estimate the causal factors 

affecting the current smoking decision. Males are more likely to be smokers than females while 

Mexican Americans and other Hispanics are less likely than non-Hispanic Whites. Propensity to 

be a current smoker decreases with age, education and body mass index. Married people are less 

likely to be smokers than the people with a different marital status. Regular consumers of 

Alcohol and those who initiated smoking before the age of 14 years are more likely to be current 

smokers but the employed are less likely to smoke. 

The results in Table 3 also show what types of people are more likely to be misclassified 

in self-reported data conditional on their true status. Two groups, pregnant women and those who 

are older than 75 years are more likely to underreport if they smoke indicating societal 

disapproval of these groups smoking. With other smokers this probability is random. We treated 

the misclassification probability of all nonsmokers as random. On average, these results indicate 

that 9.18% of smokers and 1.64% of nonsmokers were misrepresented in self-reported data. 

Despite a smoker being significantly more likely to be misclassified than a nonsmoker, the 

fraction of misclassified smokers in the overall population is only 1.93%, compared to the 1.29% 

misclassified nonsmokers when reported data is used because there are nearly 4 nonsmokers for 

each smoker. As a result, the smoking prevalence rate is only underestimated by 0.64% when 

self-reported data are used. 

When a cotinine based indicator is used (Table 4) a smoker is very unlikely to be 

misclassified (less than one in ten thousand) but on average 4.16% of nonsmokers are likely to 

be misclassified. Nonsmokers with exposure to environmental tobacco smoking at their 

workplace and those with a failing kidney or a liver condition that could slow down their 
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cotinine metabolism, in particular, are likely to have a serum cotinine level over 15 ng/mL and 

be classified as smokers when the objective measure is used. This leads to 3.27% false positives 

and virtually no false negatives to ultimately overstate smoking prevalence by 3.27% when the 

objective measure is used. 

Both models agree on the fraction of active smokers in the population to be 20.98%. This 

estimate is higher than and closer to the percentage of self-reported smokers (20.35%) and 

smaller than the percentage of tested smokers (24.26%). This indicates that the self-reported data 

underestimates smoking prevalence as agreed by most researchers. It also suggests that the 

objective measure overestimates smoking prevalence by a wider margin, something not 

investigated previously. These results are summarized in Table 5. 

In our study sample, 3.22% of observations are misclassified in self-reported data which 

includes 1.93% type I errors and 1.29% type II errors. The misclassification in objective 

measure, however, is one-sided and includes 3.27% type II errors and a negligibly small 

percentage of type I errors. The difference between the self-reported and biochemically assessed 

data is almost equally explained by the misclassified test results and the misclassified self-

reported data. 

When self-reported data was evaluated considering the objective measure is correct, as 

done often, we noticed the sensitivity and specificity to be both approximately 0.935. If this is 

correct, there has to be around 4 misclassified nonsmokers for each misclassified smoker as 

nonsmokers outnumber smokers by that ratio. But, when we estimate the error rates reference to 

true status, the sensitivity and specificity are found to be 0.908 and 0.984 respectively. At these 

values the two types of errors partially cancel out leading to a small net effect on prevalence 
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estimates. The cotinine based indicator, on the other hand, has a very high sensitivity of 0.9999 

and a relatively low specificity of 0.959. If we use the accepted serum-cotinine threshold to 

objectively identify current smokers, we end up having a substantially upward biased smoking 

prevalence rate
4
. The bias when the objective measure is used (3.27%) is significantly larger than 

the bias when we use self-reported data (-0.64%) to estimate smoking prevalence.  

The supremacy of self-reported data over the cotinine based measure may not prevail in 

all situations. For example, the cost of a misclassified smoker is substantially higher than a 

misclassified nonsmoker for an insurance service provider or a potential recruiter and making it 

more important to not miss a smoker when screening, even if the process ultimately labels some 

nonsmokers as smokers. The cotinine based indicator with a high sensitivity helps in this case, 

despite its low positive predictive value because when some real smokers may try to self-identify 

as nonsmokers, arguing they are part of the 13.5% of nonsmokers who test positive. . So, if 

someone needs to benefit from the value of the high sensitivity of cotinine based test results the 

specificity too has to be improved further, probably by raising the threshold used. Self-reported 

data, in comparison, has a better balance between sensitivity, specificity and positive and 

negative predictive values. 

5. DISCUSSION AND CONCLUSIONS  

Smoking still remains one of the leading preventable causes of premature death and a 

major burden on healthcare budgets. A sizable amount of money is spent on tobacco prevention 

programs every year.  It is important to have a reliable indicator of current smoking status in 

order to assess the efficacy of these programs accurately. The self-reported smoking status at 

                                                           
4
 If we use a looser threshold the bias will be even bigger. Hence, we do not consider lower threshold values. 
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national or regional surveys is most commonly used to identify active smokers. However, the 

self-reported smoking behavior is usually believed to be underreported, making the biochemical 

assessment of smoking status an alternative choice. 

 The objective assessments of smoking status are increasingly used by policy makers and 

insurance service providers assuming that they are more reliable indicators of current smoking 

status. Our results, however, does not show this. Even thought, our findings confirm that self-

reported data are underreported we do not find the biochemically assessed measure we studied a 

better indicator. When the error percentage of self-reported data is less than 3.22%, our cotinine 

based results too were not correct for 3.27% of test cases. Moreover, the bias in self-reported 

data is two-sided and cancels our largely when prevalence rate is estimated. The bias in objective 

test results, on the other hand, is one-sided causing prevalence estimates to be overestimated and 

amplifying (incorrectly) the presumed superiority of the objective test relative to self-reports. 

The difference between the two measures that was considered due to misreporting in most 

research was in fact explained more (and almost equally) by the errors in the objective measure 

than the errors in self-reported data. We suggest correcting self-reported data statistically in order 

to eliminate the bias, instead of switching to an equally or more unreliable objective measure. 

Our results are also useful when the interest is not the prevalence rate but the current 

smoking status of a given individual. Whether the observed indicator is self-reported or 

biochemically assessed, the econometric technique that we propose here can be used to identify 

the true propensity to be a smoker as well as to estimate the probability that the observed data 

could be misclassified. When determining an appropriate insurance premium, for example, a 

provider may use the estimated propensities to calculate a customized contract amount for each 
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individual based on the estimated risk rather than proposing one of the two values pre-assigned 

for smokers and nonsmokers.  

The results show that pregnant women and people older than 75 years are more likely to 

misreport as nonsmokers.  This means that a pregnant woman or an elderly person who look like 

a smoker based on her observable characteristics and represents herself as a nonsmoker may in 

fact be a smoker with a high probability. In this case, a follow-up chemical test could clarify the 

matter. On the other hand, when someone who looks like a nonsmoker based on her observable 

characteristics but with a cotinine concentration above the threshold has a high probability to be 

misclassified because of second-hand smoke or a weak metabolism. She perhaps should be 

queried about smoking behavior, and maybe believed if they claim to be a nonsmoker. 
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Table 1: Descriptive Statistics 

    
Variable Mean Weighted mean 

Measures of current smoking status 

  Reported smoker 0.218 0.203 

Tested smoker (cotinine level > 15 ng/mL) 0.244 0.243 

Gender 

  Male 0.484 0.483 

Race/Ethnicity 

  Mexican American 0.183 0.085 

Other Hispanic 0.103 0.050 

Non Hispanic Black 0.171 0.107 

Non Hispanic White 0.487 0.688 

Mixed or other race/ethnicity 0.056 0.070 

Age 

  20-35 years 0.251 0.275 

35-50 years 0.267 0.294 

50-65 years 0.244 0.257 

65-75 years 0.130 0.102 

Over 75 years 0.109 0.072 

Education 

  College graduate or above 0.203 0.278 

Some college or AA degree 0.280 0.303 

High school graduate/ GED or equivalent 0.228 0.228 

9-11
th

 grade 0.161 0.126 

Less than 9
th

 grade 0.128 0.065 

Marital status 

  Married 0.519 0.566 

Widowed 0.086 0.059 

Divorced 0.109 0.099 

Separated 0.033 0.023 

Never married 0.172 0.175 

Living with a partner 0.081 0.076 

Body structure 

  Underweight 0.016 0.019 

Normal 0.262 0.288 

Overweight 0.336 0.330 

Obese 0.386 0.363 

Other 

  Employed 0.538 0.628 

Pregnant 0.011 0.011 

Failing/weak kidney or a liver condition 0.051 0.040 

Exposed to tobacco smoke at work 0.074 0.082 

Early initiator (before 14 years) 0.072 0.068 

Consume Alcohol 0.657 0.701 
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Table 2: Comparison of each measure assuming the other measure is correct 

 
Reported data Test results 

Estimated Probabilities 

  Being a smoker 0.2426 0.2035 

      Classified correctly 0.1904 0.1904 

      Misclassified 0.0522 0.0131 

Being a nonsmoker 0.7574 0.7966 

      Classified correctly 0.7444 0.7444 

      Misclassified 0.0131 0.0522 

Statistical measures 

  Sensitivity 0.9356 0.7850 

Specificity 0.9345 0.9827 

Positive predictive value 0.7850 0.9356 

Negative predictive value 0.9827 0.9345 
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Table 3: Estimation results using reported data 

    
Variable Parameter   Std. Dev P-value 

Equation 1 : Being a smoker 

    Constant -0.479 *** 0.156 0.002 

Gender 

    Male 0.157 *** 0.056 0.005 

Age (Excluded: 35-50 years) 

    20-35 years -0.017 

 

0.071 0.812 

50-65 years -0.320 *** 0.078 0.000 

Over 65 years -1.026 *** 0.159 0.000 

Race/Ethnicity (Excluded: Non Hispanic White) 

    Mexican American -0.496 *** 0.113 0.000 

Other Hispanic -0.491 *** 0.129 0.002 

Non Hispanic Black 0.043 

 

0.082 0.600 

Mixed or other race/ethnicity -0.111 

 

0.124 0.371 

Education (Excluded: Less than 9
th

 grade) 

    College graduate or above -1.279 *** 0.190 0.000 

Some college or AA degree -0.463 *** 0.123 0.000 

High school graduate/ GED or equivalent -0.116 

 

0.119 0.326 

9-11
th

 grade 0.181 

 

0.125 0.147 

Marital status (Excluded: Married) 

    Widowed 0.533 *** 0.162 0.001 

Divorced 0.573 *** 0.095 0.000 

Separated 0.492 *** 0.158 0.002 

Never married 0.369 *** 0.082 0.000 

Living with a partner 0.823 *** 0.119 0.000 

Body structure (Excluded: Normal) 

    Underweight 0.392 ** 0.196 0.046 

Overweight -0.237 *** 0.073 0.001 

Obese -0.429 *** 0.077 0.000 

Other 

    Employed -0.296 *** 0.062 0.000 

Consume Alcohol 0.367 *** 0.072 0.000 

Early initiator 0.872 *** 0.125 0.000 

Equation 2: Being a smoker and reporting as a nonsmoker 

    Constant -1.414 *** 0.540 0.009 

Pregnant 1.145 * 0.626 0.067 

Over 75 years 1.816 *** 0.563 0.001 

Equation 3: Being a nonsmoker and reporting as a smoker 

    Constant -1.814 *** 0.133 0.000 

Number of observations 

   

5712 

Log likelihood 

   

-2402.83 

Adjusted R-squared (McFadden)       0.1894 

*** p<0.01; ** p<0.05; *p<0.10 
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Table 4: Estimation results using test results 

    Variable Parameter 

 

Std. Dev P-value 

Equation 1 : Being a smoker 

    Constant -0.521 *** 0.153 0.001 

Gender 

    Male 0.357 *** 0.057 0.000 

Age (Excluded: 35-50 years) 

    20-35 years -0.052 

 

0.075 0.488 

50-65 years -0.294 *** 0.075 0.000 

Over 65 years -1.345 *** 0.155 0.000 

Race/Ethnicity (Excluded: Non Hispanic White) 

    Mexican American -1.088 *** 0.155 0.000 

Other Hispanic -0.722 *** 0.144 0.000 

Non Hispanic Black 0.012 

 

0.081 0.887 

Mixed or other race/ethnicity -0.248 * 0.133 0.062 

Education (Excluded: Less than 9
th

 grade) 

    College graduate or above -1.428 *** 0.207 0.000 

Some college or AA degree -0.431 *** 0.131 0.001 

High school graduate/ GED or equivalent -0.080 

 

0.129 0.523 

9-11
th

 grade 0.209 

 

0.130 0.108 

Marital status (Excluded: Married) 

    Widowed 0.511 *** 0.153 0.001 

Divorced 0.698 *** 0.088 0.000 

Separated 0.616 *** 0.156 0.006 

Never married 0.336 *** 0.083 0.000 

Living with a partner 0.763 *** 0.097 0.000 

Body structure (Excluded: Normal) 

    Underweight 0.392 ** 0.164 0.017 

Overweight -0.218 *** 0.071 0.002 

Obese -0.441 *** 0.073 0.000 

Other 

    Employed -0.361 *** 0.062 0.000 

Consume Alcohol 0.397 *** 0.071 0.000 

Early initiator 0.676 *** 0.089 0.000 

Equation 2: Being a smoker and tested negative 

    Constant -3.748 

 

8.683 0.666 

Equation 3: Being a nonsmoker and tested positive 

    Constant -1.551 *** 0.082 0.000 

Exposed to tobacco smoke at work  0.652 *** 0.116 0.000 

Failing/weak kidney or a liver condition 0.330 ** 0.166 0.046 

Number of observations 

   

5712 

Log likelihood 

   

-2629.96 

Adjusted R-squared (McFadden)        0.1620  

*** p<0.01; ** p<0.05; *p<0.10 
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Table 5: Comparison of each measure relative to the true value 

 
Reported data Test results 

Estimated Probabilities 

  Being a smoker 0.2098 0.2098 

      Classified correctly 0.1905 0.2098 

      Misclassified 0.0193 0.0000 

Being a nonsmoker 0.7902 0.7902 

      Classified correctly 0.7773 0.7575 

      Misclassified 0.0129 0.0327 

Statistical measures 

  Sensitivity 0.9082 0.9999 

Specificity 0.9836 0.9586 

Positive predictive value 0.9365 0.8652 

Negative predictive value 0.9758 1.0000 

 
 

 
 


