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Exemestane (EXE) is an endocrine therapy used to combat postmenopausal breast cancer. Several studies have reported substantial differences in clinical outcomes between EXE-treated patients, as well as inexplicable variability in serum concentrations of EXE and its major metabolite, 17β-dihydroexemestane (17β-DHE). For many pharmaceuticals, drug response is influenced by patient-specific genetic factors related to xenobiotic metabolism. Thus, it is possible that allelic variation in genes involved in EXE metabolism contributes to inter-individual differences in patient outcomes, possibly through differential EXE clearance or varied rates of metabolite formation. Historically, knowledge of phase I EXE metabolism has been extremely limited with significant ambiguity surrounding the identity of the specific hepatic enzymes involved. To address this gap in knowledge, in vitro studies were undertaken to better characterize hepatic phase I EXE metabolism and in particular, to assess the impact of genetic variation in drug-metabolizing enzymes on the production of EXE metabolites with inhibitory activity against aromatase.

The first part of this dissertation describes the identification of phase I EXE metabolites and details their capacity to suppress estrogen synthesis. Four metabolites, including 17β-DHE, were detected in incubations of EXE with pooled human liver microsomes. 17β-DHE and a novel metabolite, 17α-DHE, were formed in incubations of EXE with pooled human liver
cytosol. The identities of phase I EXE metabolites were confirmed through comparison to reference compounds using UPLC/MS/MS. Anti-aromatase activity assays (AAA) revealed that 17β-DHE is the only phase I EXE metabolite formed by human liver fractions that appreciably impedes estrogen formation. AAA also suggest that the inhibitory potency of EXE is unaffected by common nonsynonymous polymorphisms in aromatase. The latter half of this dissertation identifies hepatic enzymes that are likely to participate in phase I EXE metabolism. In vitro assays show that CBR1, AKR1Cs, and multiple hepatic CYP450s predominantly reduce EXE to 17β-DHE with minor formation of additional inactive metabolites. Kinetic assays comparing 17β-DHE formation by each wildtype enzyme to its common variant allozymes show that specific genotypes are associated with altered EXE metabolism in vitro. However, additional investigations are needed to determine the prognostic value of these associations for predicting in vivo EXE response.
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### ABBREVIATIONS AND SYMBOLS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td>Degrees Celsius</td>
</tr>
<tr>
<td>5α-DHT</td>
<td>5-Alpha-dihydrotestosterone</td>
</tr>
<tr>
<td>6-HME</td>
<td>6-Hydroxymethylandrosta-1,4,6-triene-3,17-dione</td>
</tr>
<tr>
<td>17α-DHE</td>
<td>17-Alpha-dihydroexemestane</td>
</tr>
<tr>
<td>17β-DHE</td>
<td>17-Beta-dihydroexemestane</td>
</tr>
<tr>
<td>α</td>
<td>Alpha</td>
</tr>
<tr>
<td>β</td>
<td>Beta</td>
</tr>
<tr>
<td>μg</td>
<td>Microgram</td>
</tr>
<tr>
<td>μl</td>
<td>Microliter</td>
</tr>
<tr>
<td>μmol</td>
<td>Micromole</td>
</tr>
<tr>
<td>μM</td>
<td>Micromole per liter</td>
</tr>
<tr>
<td>AAA</td>
<td>Anti-aromatase activity</td>
</tr>
<tr>
<td>ACS</td>
<td>American Chemical Society grade</td>
</tr>
<tr>
<td>ADME</td>
<td>Absorption, distribution, metabolism, and excretion</td>
</tr>
<tr>
<td>ADR(s)</td>
<td>Adverse drug reaction(s)</td>
</tr>
<tr>
<td>AI</td>
<td>Aromatase inhibitor</td>
</tr>
<tr>
<td>AKR</td>
<td>Aldo-keto reductase</td>
</tr>
<tr>
<td>ANA</td>
<td>Anastrozole</td>
</tr>
<tr>
<td>APS</td>
<td>Ammonium persulfate</td>
</tr>
<tr>
<td>Arg</td>
<td>Arginine</td>
</tr>
<tr>
<td>Asn</td>
<td>Asparagine</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>Asp</td>
<td>Aspartate</td>
</tr>
<tr>
<td>AUC</td>
<td>Area under the curve</td>
</tr>
<tr>
<td>BCA</td>
<td>Bicinchoninic acid</td>
</tr>
<tr>
<td>BEH</td>
<td>Ethylene bridged hybrid</td>
</tr>
<tr>
<td>BL21</td>
<td>Chemically competent E. coli cell line</td>
</tr>
<tr>
<td>BMD</td>
<td>Bone mineral density</td>
</tr>
<tr>
<td>B-PER</td>
<td>Bacterial protein extraction reagent</td>
</tr>
<tr>
<td>C6</td>
<td>Carbon 6</td>
</tr>
<tr>
<td>C17</td>
<td>Carbon 17</td>
</tr>
<tr>
<td>cDNA</td>
<td>Complementary deoxyribonucleic acid</td>
</tr>
<tr>
<td>CL_{\text{INT}}</td>
<td>Intrinsic clearance of substrate</td>
</tr>
<tr>
<td>C_{\text{max}}</td>
<td>Maximum concentration</td>
</tr>
<tr>
<td>CPIC</td>
<td>Clinical Pharmacogenetics Implementation Consortium</td>
</tr>
<tr>
<td>CPR</td>
<td>NADPH-Cytochrome P450 oxidoreductase</td>
</tr>
<tr>
<td>CYP/CYP450</td>
<td>Cytochrome P450</td>
</tr>
<tr>
<td>Cys</td>
<td>Cysteine</td>
</tr>
<tr>
<td>dbSNP</td>
<td>Single nucleotide polymorphism database</td>
</tr>
<tr>
<td>dbVar</td>
<td>Short genetic variations database</td>
</tr>
<tr>
<td>DMEM</td>
<td>Dulbecco's modified Eagle's medium</td>
</tr>
<tr>
<td>DTT</td>
<td>Dithiothreitol</td>
</tr>
<tr>
<td>EBI</td>
<td>European Bioinformatics Institute</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>ER</td>
<td>Estrogen receptor</td>
</tr>
<tr>
<td>EXE</td>
<td>Exemestane</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>G418</td>
<td>Aminoglycoside antibiotic for selection of transfected HEK293</td>
</tr>
<tr>
<td>g</td>
<td>Relative centrifugal force</td>
</tr>
<tr>
<td>GC-MS</td>
<td>Gas chromatography coupled to mass spectrometry</td>
</tr>
<tr>
<td>Gln</td>
<td>Glutamine</td>
</tr>
<tr>
<td>Glu</td>
<td>Glutamate</td>
</tr>
<tr>
<td>Gly</td>
<td>Glycine</td>
</tr>
<tr>
<td>GWAS</td>
<td>Genome-wide association study</td>
</tr>
<tr>
<td>h</td>
<td>Hour</td>
</tr>
<tr>
<td>HEK293</td>
<td>Epithelial cell line derived from human embryonic kidney</td>
</tr>
<tr>
<td>His</td>
<td>Histidine</td>
</tr>
<tr>
<td>HLC</td>
<td>Human liver cytosol</td>
</tr>
<tr>
<td>HLM</td>
<td>Human liver microsomes</td>
</tr>
<tr>
<td>HMG-CoA</td>
<td>3-hydroxy-3-methylglutaryl-coenzyme A</td>
</tr>
<tr>
<td>HRP</td>
<td>Horseradish peroxidase</td>
</tr>
<tr>
<td>IC&lt;sub&gt;50&lt;/sub&gt;</td>
<td>Half maximal inhibitory concentration</td>
</tr>
<tr>
<td>IES</td>
<td>Intergroup Exemestane Study</td>
</tr>
<tr>
<td>IGNITE</td>
<td>Implementing Genomics in Practice</td>
</tr>
<tr>
<td>Ile</td>
<td>Isoleucine</td>
</tr>
<tr>
<td>kb</td>
<td>Kilobase</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$K_M$</td>
<td>Michaelis constant; substrate concentration at 50% of $V_{max}$</td>
</tr>
<tr>
<td>l</td>
<td>Liter</td>
</tr>
<tr>
<td>LC</td>
<td>Liquid chromatography</td>
</tr>
<tr>
<td>LET</td>
<td>Letrozole</td>
</tr>
<tr>
<td>Leu</td>
<td>Leucine</td>
</tr>
<tr>
<td>Log-phase</td>
<td>Exponential phase of bacterial growth</td>
</tr>
<tr>
<td>Lys</td>
<td>Lysine</td>
</tr>
<tr>
<td>MAF</td>
<td>Minor allele frequency</td>
</tr>
<tr>
<td>MAP.3</td>
<td>Mammary Prevention 3 clinical trial</td>
</tr>
<tr>
<td>Met</td>
<td>Methionine</td>
</tr>
<tr>
<td>mg</td>
<td>Milligram</td>
</tr>
<tr>
<td>MgCl$_2$</td>
<td>Magnesium chloride</td>
</tr>
<tr>
<td>min</td>
<td>Minute</td>
</tr>
<tr>
<td>ml</td>
<td>Milliliter</td>
</tr>
<tr>
<td>mm</td>
<td>Millimeter</td>
</tr>
<tr>
<td>mmol</td>
<td>Millimole</td>
</tr>
<tr>
<td>MRM</td>
<td>Multiple reaction monitoring</td>
</tr>
<tr>
<td>MS/MS</td>
<td>Tandem mass spectrometry</td>
</tr>
<tr>
<td>$m/z$</td>
<td>Mass-to-charge ratio</td>
</tr>
<tr>
<td>NaCl</td>
<td>Sodium chloride</td>
</tr>
<tr>
<td>NADPH</td>
<td>Nicotinamide adenine dinucleotide phosphate</td>
</tr>
<tr>
<td>NaH$_2$PO$_4$</td>
<td>Sodium dihydrogen phosphate</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>NBP</td>
<td>(-)-N-3-benzylphenobarbital</td>
</tr>
<tr>
<td>NCBI</td>
<td>National Center for Biotechnology Information</td>
</tr>
<tr>
<td>ng</td>
<td>Nanogram</td>
</tr>
<tr>
<td>NHGRI</td>
<td>National Human Genome Research Institute</td>
</tr>
<tr>
<td>NHT</td>
<td>Neoadjuvant hormonal therapy</td>
</tr>
<tr>
<td>NIH</td>
<td>National Institutes of Health</td>
</tr>
<tr>
<td>Ni-NTA</td>
<td>Nitrilotriacetic acid loaded with divalent nickel ions</td>
</tr>
<tr>
<td>nl</td>
<td>Nanoliter</td>
</tr>
<tr>
<td>nM</td>
<td>Nanomole per liter</td>
</tr>
<tr>
<td>NSAID</td>
<td>Nonsteroidal anti-inflammatory drug</td>
</tr>
<tr>
<td>OFS</td>
<td>Ovarian function suppression</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate-buffered saline</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>PDA</td>
<td>Photodiode array detector</td>
</tr>
<tr>
<td>pH</td>
<td>Negative logarithmic value of the hydrogen ion concentration</td>
</tr>
<tr>
<td>Phe</td>
<td>Phenylalanine</td>
</tr>
<tr>
<td>PINP</td>
<td>Amino terminal propeptide of type I collagen</td>
</tr>
<tr>
<td>PREDICT</td>
<td>Pharmacogenomic Resource for Enhanced Decisions in Care and Treatment</td>
</tr>
<tr>
<td>Pro</td>
<td>Proline</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene fluoride</td>
</tr>
<tr>
<td>QTof</td>
<td>Quadropole time-of-flight mass spectrometer</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>rpm</td>
<td>Revolutions per minute</td>
</tr>
<tr>
<td>s</td>
<td>Second</td>
</tr>
<tr>
<td>SDM</td>
<td>Site-directed mutagenesis</td>
</tr>
<tr>
<td>SDR</td>
<td>Short-chain dehydrogenase/reductase</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulfate</td>
</tr>
<tr>
<td>SDS-PAGE</td>
<td>Sodium dodecyl sulfate polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>Ser</td>
<td>Serine</td>
</tr>
<tr>
<td>SERM</td>
<td>Selective estrogen receptor modulator</td>
</tr>
<tr>
<td>SNP</td>
<td>Single nucleotide polymorphism</td>
</tr>
<tr>
<td>SOFT</td>
<td>Suppression of Ovarian Function Trial</td>
</tr>
<tr>
<td>t(_{1/2})</td>
<td>Half-life</td>
</tr>
<tr>
<td>TAM</td>
<td>Tamoxifen</td>
</tr>
<tr>
<td>Taq</td>
<td>DNA polymerase from \textit{Thermus aquaticus}</td>
</tr>
<tr>
<td>TBST</td>
<td>Tris-buffered saline with 0.1% Tween 20</td>
</tr>
<tr>
<td>TCP</td>
<td>Tranylcypromine</td>
</tr>
<tr>
<td>TEAM</td>
<td>Tamoxifen Exemestane Adjuvant Multinational phase 3 trial</td>
</tr>
<tr>
<td>TEMED</td>
<td>Tetramethylethylenediamine</td>
</tr>
<tr>
<td>TEXT</td>
<td>Tamoxifen and Exemestane Trial</td>
</tr>
<tr>
<td>Thr</td>
<td>Threonine</td>
</tr>
<tr>
<td>T(_{\text{max}})</td>
<td>Time to maximum concentration</td>
</tr>
<tr>
<td>TNF(\alpha)</td>
<td>Tumor necrosis factor alpha</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>Tyr</td>
<td>Tyrosine</td>
</tr>
<tr>
<td>U</td>
<td>Enzyme unit of activity</td>
</tr>
<tr>
<td>UGT</td>
<td>Uridine diphosphoglucuronosyl transferase</td>
</tr>
<tr>
<td>U-PGx</td>
<td>Ubiquitous Pharmacogenomics</td>
</tr>
<tr>
<td>UPLC</td>
<td>Ultra performance liquid chromatography</td>
</tr>
<tr>
<td>UTR</td>
<td>Untranslated region</td>
</tr>
<tr>
<td>V</td>
<td>Volt</td>
</tr>
<tr>
<td>Val</td>
<td>Valine</td>
</tr>
<tr>
<td>$V_{\text{max}}$</td>
<td>Maximum rate of reaction</td>
</tr>
<tr>
<td>wt</td>
<td>Wildtype</td>
</tr>
</tbody>
</table>
CHAPTER ONE

Literature review and background
1.1 INTRODUCTION

The first section of this chapter highlights the utility of pharmacogenetic information in improving healthcare. A brief review of aromatase, the enzyme targeted by the synthetic androgen, exemestane (EXE), is also presented. To impart relevant context to the reader, the physiological role of aromatase in healthy human tissues, as well as its pathological overexpression in cancerous breast tissue will be discussed. The second portion of this chapter reviews the pharmacology of exemestane, including its chemical structure, mechanism of action, toxicity, and clinical use in varying stages of hormone-responsive breast cancer. The final section summarizes the limited literature regarding EXE metabolism and discusses significant gaps in the existing knowledge of the drug’s metabolic pathway.

1.2 PHARMACOGENETICS

1.2.1 Rationale for genotype-guided personalized medicine

One compelling tool for the advancement of personalized medicine is pharmacogenetics, which studies the influence of host-specific genetic factors on drug disposition [1]. From the analysis of clinical trials in human subjects, it is readily apparent that responses to pharmaceuticals often vary considerably between individuals [1]. Therefore, approval of a substance for clinical use may cautiously be interpreted as a general indication of sufficient drug safety and efficacy in an “average” individual of the selected test population [1]. However, the paradigm that one drug or dosage is uniformly appropriate to treat a particular disease in a genetically heterogeneous population is deeply flawed and unfortunately, often persists into clinical practice under the false assumption that an individual patient will respond in a predictable, standardized way characteristic of the drug’s pharmacology [2, 3]. Suboptimal
patient outcomes, including a lack of therapeutic efficacy and toxicity are frequent, unintentional consequences of this prescriptive method [2, 3]. Ultimately, pharmacogenetic studies seek to improve healthcare by better informing the prescription of pharmaceuticals through the identification of clinically relevant gene-drug interactions [3].

1.2.2 Genetic screenings for the prevention of adverse drug reactions

Adverse drug reactions (ADRs) are broadly defined as noxious, unintentional responses to appropriately administered pharmaceutical products used at approved therapeutic doses [4]. Following administration of a drug, ADRs often manifest as predictable dose-dependent toxicities reflective of its therapeutic mechanism (intrinsic or type A) or arise from the complex interplay of patient-specific factors, such as nutritional status, environmental exposure to viral or chemical agents, and genetic predispositions (idiosyncratic or type B) [5]. Although largely preventable, serious ADRs requiring immediate medical intervention remain alarmingly common and tax healthcare systems worldwide [6, 7]. An estimated 3.6-6.5% of hospital admissions are a direct result of pharmaceutical-related toxicity [6, 8]. One recent study suggests that approximately 1 out of every 100 ADR-related hospitalizations in Europe culminates in the death of the patient [8]. Furthermore, a prospective analysis of nearly 19,000 individuals admitted to two hospitals in the United Kingdom found that patients admitted for ADRs required a median hospital stay of 8 days, utilized nearly 4% of the total bed capacity, and generated $847 million of direct medical costs [6].

Aside from the direct financial costs incurred by patients and health insurance providers, drug toxicity is associated with indirect costs to society at large, such as lost productivity in the workforce [9]. In addition to the economic incentive to reduce healthcare expenditures, it is
ethically imperative to systematically reduce ADRs as they are a cause of substantial physical and psychological suffering and a source of imminent danger to vulnerable patient populations, including children and the elderly [10-12]. One promising strategy for reducing pharmaceutical-related morbidity and mortality is the development and implementation of personalized medicine or individuated medical interventions [13].

Automated genotype-guided clinical decision support, which relies on prognostic markers of drug response, could decrease ADRs and improve overall patient care by preemptively suggesting dose modifications or use of an alternative therapeutic agent [14-16]. With sufficient knowledge of gene-drug interactions, treatments may be tailored for each patient prior to drug exposure by considering the likelihood of efficacy or toxicity based on their unique, genetically determined metabolic capacity and concomitant use of other medications [17]. In particular, clinical use of pharmacogenetic information could translate into a significant reduction in the incidence of idiosyncratic ADRs, which often have an underlying genetic component and typically remain undetected prior to drug approval due to an insufficient number of participants in most preclinical and clinical trials [5, 12, 13]. A recent pharmacoeconomic study by Alagoz et al. strongly supports one-time genetic testing as an effective means of reducing ADRs, which are associated with direct medical costs of approximately $2,400 per event [12, 18]. Interestingly, the same study projected that preemptive genetic testing of 1,000 40-year old patients would prevent 3 ADR-related deaths, 6 hospitalizations, and 95 emergency department or outpatient visits [12].

1.2.3 Use of genetic screenings to improve drug dosing and response
The efficacy and response rate of many drugs can be increased through the genotype-guided identification of patients most likely to exhibit a favorable response [12]. Unfortunately, it is estimated that 25-50\% of pharmacological interventions produce undesirable side effects or fail to provide therapeutic relief [19]. Rapid identification of the safest, most effective course of treatment is especially important for pharmaceuticals with narrow therapeutic indices, as well as those used to treat life-threatening conditions in which poor efficacy may allow continued disease progression [20, 21]. Warfarin dosing serves as a prominent example of the clinical utility of using genetic information to adjust dosages to better suit the need of a particular individual. Klein et al. have shown that preventing one instance of suboptimal warfarin dosing, as defined by a deviation of 20\% from the desired therapeutic dosage, required preemptive genotyping of only about 13 patients [22]. Moreover, a recent proof-of-concept study by Hall-Flaven et al. alludes to the opportunity to drastically improve psychiatric patient outcomes through routine genotype-guided prescribing [23]. Two hundred and twenty-seven individuals diagnosed with major depressive disorder were recruited to receive to outpatient treatment and assigned to one of two groups [23]. Prior to initiating psychiatric medication, one group of participants was preemptively genotyped for five genes associated with response to psychotropic drugs [23]. The prescribing physician of the genotyped patients had access to these results to guide choice of therapy while the other group of participants were prescribed treatment in the absence of genetic information [23]. Following 8 weeks of medication, the genotyped patients had a higher rate of response and showed greater overall improvement in their symptoms relative to the non-genotyped patients [23]. Interestingly, the initially non-genotyped patients were also genotyped at the end of the study, which revealed that the patients with the least improvement had been prescribed medications suboptimal for their genotype [23]. These results augment a
growing body of evidence suggesting that genotype-guided prescribing can improve clinical outcomes for multiple illnesses.

1.2.4 Challenges in the clinical implementation of personalized medicine

Despite its tremendous promise, personalized medicine has yet to become standard practice largely due to logistical issues, such as the high initial overhead required and difficulty in effectively communicating actionable genotype-drug interactions to clinicians [14, 24, 25]. Establishing point of care genetic testing requires not only the identification of reliable prognostic biomarkers but also the creation of an extensive infrastructure, including construction of a properly accredited laboratory [25, 26]. In addition to laboratory staff and genetic counselors, considerable technical support is needed to ensure proper data entry into electronic health records (EHRs) and to oversee the storage of large volumes of sequencing data [20, 25]. Additionally, automatic prescription advising software needs to be incorporated into EHRs prior to the widespread implementation of personalized medicine as it is unreasonable to expect healthcare workers to exhibit mastery of the ever-increasing volume and complexity of pharmacogenetic data [15, 16, 25].

Several other key factors limit the widespread accessibility of personalized medicine, including poor insurance coverage and slow turnaround times for DNA processing [24]. Typically, about 3-7 days elapse between the time of DNA collection and delivery of the results to the ordering clinician [24]. In instances requiring immediate medical intervention, this delay precludes genotyping and could lead to the unintentional selection of a suboptimal treatment [20]. One possible solution is to preemptively genotype patients for a panel of relevant pharmacogenes, which in addition to making genetic information accessible at the point of care,
may expedite the delivery of test results by reducing the total number of DNA samples processed [20]. Data collected at the Vanderbuilt University Medical Center suggests that reactive genetic testing actually increases the analytical burden placed on laboratories compared to preemptive panel-based testing of patients at high risk of undergoing coronary artery stenting [23]. Any potentially actionable gene-drug interactions detected with panel-based screenings could then be reflected in an EHR and reviewed prior to all future prescriptions [20, 27]. Nonetheless, coverage of panel-based genetic testing is minimal even in countries with universal healthcare [27, 28]. Without reimbursement, out-of-pocket costs are a significant obstacle to the implementation of routine clinical pharmacogenetics and will likely discourage many patients from seeking informative genetic testing [24, 27].

1.2.5 Recent progress in the implementation of personalized medicine

Despite considerable hurdles, significant headway has been made in the clinical implementation of precision medicine. The availability of next generation sequencing platforms has allowed studies of genotype-drug interactions to be performed and published at a rapid pace [29]. This abundance of information is reflected in the National Human Genome Research Institute-European Bioinformatics Institute Genome Wide Association Study (NHGRI-EBI GWAS) Catalog, which curated 177 studies reporting genetic markers associated with drug response as of January 2017 [30]. In accordance with this surge in clinically actionable data, the Food and Drug Administration recommends or requires genetic testing prior to the prescription of about 40 drugs, although information concerning genetic testing is now included in patient leaflets dispensed with nearly 120 pharmaceuticals [12, 31].
Likewise, the importance of continuing to expand and refine pharmacogenetic knowledge to improve human health has been increasingly recognized by the private sector. It has been suggested that genetic stratification in clinical trials could shorten the duration of drug development from 10-12 years to 3-5 years [32]. Furthermore, genetic stratification of subjects might differentiate genotypes prone to favorable responses or severe adverse events that would otherwise go undetected prior to FDA approval and possibly lead to toxicity-related withdrawal of the product from the market [33]. Interestingly, scientists from GlaxoSmithKline recently suggested that ~10% of pharmaceuticals have a single genetic biomarker with sufficiently strong association with patient response as to potentially influence choice of treatment [1]. For other drugs, it is feasible that the collective consideration of multiple biomarkers with more modest individual effect sizes could also inform therapeutic decisions [1].

Remarkable largescale efforts are currently underway to promote the advancement of personalized medicine. In 2015, President Barack Obama announced the implementation of the Precision Medicine Initiative, which seeks to enroll a diverse cohort of at least 1 million United States citizens beginning in 2017 [34]. Lifestyle information and biological samples, including DNA, will be collected from each participant and linked with their electronic medical record [34]. Correlational analyses of the dataset will then be performed to identify significant relationships between these variables and observed patient outcomes [34]. Several notable consortia have also assembled to facilitate the implementation of clinical pharmacogenetics, including the NIH-funded Implementing Genomics in Practice (IGNITE) initiative, the Dutch Pharmacogenetics Working Group, and the Clinical Pharmacogenomics Implementation Consortium (CPIC), which releases guidelines to assist clinicians in interpreting the results of genetic testing [35-38].
Although previous analyses support one-time preemptive genotyping as a cost-effective means of reducing adverse events, additional data confirming long-term savings will likely be required to persuade insurance providers to expand coverage to include routine genetic testing [12]. To address this issue, several consortia are embarking on detailed pharmacoeconomic analyses of genotype-guided medicine. Indiana University, for instance, has received funding for a large clinical trial comparing a genotyped cohort with non-genotyped individuals in terms of clinical outcomes and incurred medical costs [27]. The Ubiquitous Pharmacogenomics Consortium (U-PGx) will perform similar analyses in European populations in the coming years [26]. The results of these efforts are eagerly awaited, however, encouraging results have already been reported by the Pharmacogenomic Resource for Enhanced Decisions in Care and Treatment (PREDICT) program at Vanderbilt University, including significant improvements in safety using genotype-guided prescription for patients receiving statins [14, 25].

1.3 AROMATASE

1.3.1 Role of aromatase in estrogen biosynthesis

Aromatase is a highly conserved cytochrome P450 monoxygenase (CYP450) required for estrogen biosynthesis in chordate animals [39]. In humans, aromatase is expressed in numerous tissues, including adipose, brain, placenta, ovary, and testis and encoded by the structurally complex gene, \(CYP19A1\), which comprises over 100 kb of the long arm of chromosome 15 [40-45]. The primary RNA sequence of aromatase transcripts varies in a tissue-specific manner due to the existence of ten distinct first exons, which are alternatively spliced to nine shared coding exons [46-52]. Nonetheless, the variable first exon occurs upstream of the translation start site leading to the production of an identical 503 amino acid protein in multiple tissues with subsequent glycosylation [52-55]. Like other human CYP450s, aromatase is a heme-containing...
enzyme localized to the endoplasmic reticulum [54, 56, 57]. Although tethered to the outer leaflet of the endoplasmic reticulum by its hydrophobic N-terminus, the active site of the enzyme protrudes into the cytosol where it catalyzes the conversion of androgens to estrogens in a process known as aromatization [56-61].

Despite four decades of research, the three-step catalytic mechanism of aromatase in estrogen biosynthesis remains unclear [62]. It is generally agreed that the first two steps are sequential hydroxylations of the C19 position of an androgen, but the third monoxygenation reaction continues to be a subject of much debate [62-66]. The net result is the creation of an aromatic phenol from the A ring in the steroid backbone [63]. Aromatization of androstenedione yields estrone while testosterone is converted to estradiol (Figure 1-1) [67]. In addition to an androgen substrate, aromatization requires NADPH, molecular oxygen, and NADPH-cytochrome P450 oxidoreductase (CPR), which transfers electrons to the heme prosthetic group of aromatase [39].

Aromatase-mediated estrogen production is noteworthy considering the involvement of estrogens in diverse physiological processes in both men and women alike, such as maintenance of bone density, carbohydrate metabolism, and cognitive functioning [62]. In premenopausal women, serum levels of estradiol typically exceed 80 pg/ml but decline to 2-10 pg/ml in postmenopausal women due to the cessation of ovarian estrogen synthesis [68, 69]. Following menopause, estrogens are produced locally by aromatase in extragonadal tissues with negligible release into the systemic circulation [70]. Previous studies have shown that aromatase inhibition can be used medicinally to alleviate several conditions, including unexplained infertility, endometriosis, certain hormone-responsive cancers, and gynecomastia [71-74]. It is therefore unsurprising that several generations of aromatase inhibiting compounds (AIs) have been
developed to achieve marked decreases in estrogen production [75]. In particular, the third-generation aromatase inhibitors, EXE, anastrozole (ANA), and letrozole (LET) are widely prescribed to postmenopausal women with estrogen receptor-positive (ER+) breast cancer to slow disease progression [75].

**Figure 1-1:** Aromatase-mediated estrogen biosynthesis [76].

1.3.2 Aromatase expression in healthy and cancerous breast tissue

Aromatase expression is regulated primarily at the transcriptional level via alternative
splicing [77-80]. Tissue-specific expression is driven by the synthesis of variable transcripts with one of ten distinct 5’ untranslated regions (5’ UTRs) joined to nine invariable coding exons at a shared junction [46-52]. Each promoter is responsive to a unique set of transcription factors, which facilitate tissue-specific expression in the presence of prostaglandin E2, tumor necrosis factor alpha (TNFα), glucocorticoids, and various pro-inflammatory cytokines [79]. To a lesser extent, aromatase levels are also determined by small non-coding RNAs and post-translational modifications [81, 82]. For instance, miR-378 regulates ovarian aromatase expression by seemingly altering transcript stability or the rate of protein synthesis [81]. Recent data indicates that post-translational phosphorylation decreases aromatase catalytic activity, as well as protein stability leading to increased degradation [82, 83]. Glycosylation, on the other hand, increases aromatase activity 35-40% [55]. Interestingly, studies using recombinant crystallized protein and fluorescence resonance energy transfer suggest that aromatase activity may be further modulated by the formation of homodimers or oligomers, which could increase efficiency by impeding intermediate release during the catalytic cycle [84, 85].

Pathological aromatase overexpression is common in hormone-responsive breast tumors, in which the availability of locally produced excess estrogen promotes aberrant intracellular signaling and metastasis [86-89]. A previous study detected a nearly 4-fold increase in aromatase transcripts in cancerous breast tissue with the greatest expression reported in the tumor-bearing quadrant [87]. Mean intratumoral estradiol levels have been studied extensively in postmenopausal breast cancer (46-480 pg/g) and greatly exceed plasma estrogen values previously reported in healthy postmenopausal subjects (2-10 pg/ml), further highlighting the clinical relevance of estrogen excess [69, 90].
Several mechanisms instigate deviant aromatase expression in breast cancer, including promoter switching [79, 91, 92]. In healthy breast tissue, basal aromatase activity is relatively low due to transcription driven primarily by the weak promoter I.4 and to a lesser extent, promoters I.3 and II [86]. Aromatase transcription markedly increases in cancerous breast and tumor-adjacent tissue due to upregulation of promoters I.3, I.4, I.7, and II [86, 93-97]. Aromatase overexpression in breast cancer is also partially attributed to the desmoplastic reaction, a process in which malignant epithelial cells use paracrine signaling to cultivate a favorable microenvironment [92]. The desmoplastic reaction occurs when tumor cells induce a fibrotic stromal response by copiously secreting various cytokines into the extracellular matrix [92]. Inhibitory signaling by malignant cells effectively discourages breast preadipocytes from maturing into differentiated adipocytes [92]. Instead, a layer of adipose fibroblasts forms to encapsulate the cancerous cell [92]. Aromatase overexpression is then reinforced in both compartments by mutually stimulatory paracrine signaling between the stromal breast tissue and cancerous cells [92]. Unfortunately, the immune response exacerbates estrogen excess by providing an additional source of intratumoral aromatase. Macrophages are known to express aromatase and heavily infiltrate cancerous breast tissue, comprising upwards of 25% of the cells therein [98, 99]. Furthermore, macrophages secrete prostaglandin E2, a potent inducer of aromatase expression in breast adipose fibroblasts [100-102].

1.4 EXEMESTANE PHARMACOLOGY

1.4.1 Chemical structure of EXE and other adjuvant anti-estrogens
Significant structural diversity exists among contemporary adjuvant anti-estrogens (Figure 1-2). Unlike the triazole derivatives LET and ANA, EXE features the planar, fused ring backbone characteristic of a steroid [104, 105]. Due to the high substrate specificity of aromatase, triazole derivatives are unable to access its androgen cleft and instead, cause reversible inhibition by interacting with other regions of the enzyme [104, 106, 107]. However,
the substantial molecular resemblance of EXE to androstenedione facilitates the entry of the AI into the androgen-binding pocket of aromatase resulting in irreversible inhibition [108, 109]. In contrast to the third-generation AIs, the widely used selective estrogen receptor modulators TAM and RAL are classified as triphenylethylene and benzothiophene derivatives, respectively [110].

1.4.2 Exemestane clinical pharmacology and pharmacokinetics

When administered to postmenopausal women, the pharmacological and pharmacokinetic parameters of EXE and TAM differ significantly. EXE has a half-life of approximately 24 hours in plasma (Table 1-1) [108]. Estrogen synthesis is maximally suppressed after 2-3 days with 25 mg/day EXE administered orally [108]. In postmenopausal subjects prescribed EXE, steady state kinetics are reached after 7 days [108]. In the plasma of healthy postmenopausal women, the mean AUC for EXE is 41.4 ng•h/ml with the maximum concentration of the drug detected about 2.9 h after its ingestion [108]. However, in the plasma of postmenopausal breast cancer patients, the mean AUC for EXE is increased to 75.4 ng•h/ml with its concentration peaking only 1.2 h after administration [108]. EXE is excreted equally in urine and feces [108]. TAM, however, is excreted primarily in feces (65%) and has a plasma half-life of 5-7 days [111]. TAM also takes considerably longer than EXE to reach peak plasma concentrations and steady state kinetics [111]. After administering a one-time 20 mg oral dose of TAM to postmenopausal women, maximum concentrations of the SERM occurred after about 5 hours [111]. Furthermore, four weeks of daily TAM (20 mg) is required to reach steady state kinetics, although its primary active metabolite N-desmethyl TAM may take up to 8 weeks to reach steady state in human subjects [111].
Table 1-1. Summary of EXE clinical pharmacology and pharmacokinetics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_i = 4.3 \text{ nM}$</td>
<td>Di Salle et al. [112]</td>
</tr>
<tr>
<td>$K_i = 1.05 \text{ nM}$</td>
<td>Ma et al. [113]</td>
</tr>
<tr>
<td>$K_i = 26 \text{ nM}$</td>
<td>Evans et al. [114]</td>
</tr>
<tr>
<td>$IC_{50} = 1.4 \pm 0.42 \text{ μM}$ for HEK293-expressed aromatase</td>
<td>Sun et al. [115]</td>
</tr>
<tr>
<td>$IC_{50} = 30 \text{ nM}$ for human placental microsomes</td>
<td>Di Salle et al. [112]</td>
</tr>
<tr>
<td>$IC_{50} = 0.9 \text{ μM}$ for androgen receptor binding</td>
<td>Di Salle et al. [112]</td>
</tr>
<tr>
<td>Plasma $t_{1/2} = 24 \text{ hours}$</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>27 hours</td>
<td>Spinelli et al. [116]</td>
</tr>
<tr>
<td>Enzyme inactivation $t_{1/2} = 15.1 \text{ min}$</td>
<td>Di Salle et al. [114]</td>
</tr>
<tr>
<td>13.9 min</td>
<td>Evans et al. [114]</td>
</tr>
<tr>
<td>Mean $C_{\text{max}}$ in plasma = 17 ng/ml</td>
<td>Spinelli et al. [116]</td>
</tr>
<tr>
<td>Mean plasma AUC in healthy postmenopausal women = 41.4 ng•h/ml</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Mean plasma AUC in postmenopausal breast cancer patients = 75.4 ng•h/ml</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Mean $T_{\text{max}}$ in healthy postmenopausal women = 2.9 h</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Mean $T_{\text{max}}$ in postmenopausal breast cancer patients = 1.2 h</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Time to maximum aromatase suppression = 2-3 days</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Time to steady-state = 7 days</td>
<td>Zilembo et al. [117]</td>
</tr>
<tr>
<td>Gastrointestinal absorption = 42%</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Plasma protein-bound EXE = 90%</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Fecal excretion in healthy postmenopausal women = 42%</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
<tr>
<td>Urinary excretion in healthy postmenopausal women = 42%</td>
<td>Pharmacia and Upjohn Co. [108]</td>
</tr>
</tbody>
</table>

1.4.3 Mechanism of aromatase inhibition

Historically, the lack of an accurate three-dimensional conformation of aromatase has been a major hindrance in fully elucidating the mechanisms of aromatization and AI-mediated inhibition [118]. To address this significant gap in knowledge, several in silico homology studies were performed using CYP450s with known conformations as templates, including
soluble bacterial CYP450s, rabbit CYP2C5, and human CYP2C9 [119-121]. Although CYP450s share a characteristic tertiary fold, these models of aromatase were speculative and intrinsically limited by its low sequence homology (< 20%) with other CYP450s [118, 120]. Definitive structural analysis was delayed by technical challenges in crystallizing native aromatase, including overall hydrophobicity and a tendency to rapidly denature during extraction from the endoplasmic reticulum [118]. Owing to the persistence of researchers at the Hauptman-Woodward Medical Research Institute, conformational analysis of human placental aromatase was finally realized in 2009 [106, 122]. Like numerous other CYP450s, aromatase exhibits F-G loop flexibility, a property thought to regulate substrate occupancy of the active site by altering its accessibility [106, 118, 123, 124]. Nonetheless, aromatase structure and activity differ significantly from its most homologous relatives, CYP2D6 and CYP3A4, which accommodate numerous substrates via large, promiscuous active sites [106, 118, 125, 126].

The aromatase active site, in contrast, is small, rigid, and exhibits great specificity for androgen binding [106, 118, 122]. Structural analysis places the active site deep within the globular conformation of the enzyme, which has interesting repercussions for aromatase inhibitor design [118]. The embedment of aromatase into the outer endoplasmic reticulum orients the central active site in such a way that mechanism-based aromatase inhibitors must be sufficiently hydrophobic to traverse a phospholipid bilayer [106, 118]. As a steroid, EXE has strong hydrophobic character, which facilitates competition with androstenedione and other endogenous androgens for active-site binding [108]. Androstenedione and EXE share a steroid core structure comprised of four fused rings designated A, B, C, and D (Figure 1-3). However, EXE is distinguished by its C1-C2 double bond and exomethylene-substituted C6 [127]. Molecular modeling by Ghosh et al. strongly suggests that several hydrophobic residues (Thr310, Val370,
and Ser478) line the aromatase active site access channel forming a clamp around the C6 exomethylene [106]. During EXE docking, hydrogen bonds likely form between its C17 keto moiety and Arg115/Met374 [128]. An additional hydrogen bond is suspected between the C3 keto group and Asp309, which is protonated due to an unusually high pKa [128, 129].

![Chemical structures of EXE and androstenedione](image)

**Figure 1-3**: Chemical structures of EXE and androstenedione.

It is generally agreed that EXE is a pseudosubstrate capable of suicide inhibition [108, 109]. However, the exact mechanism by which EXE disrupts aromatase activity has been disputed in the literature. One early study suggested that the presence of a double bond between C1 and C2 allows A ring aromatization but prevents ejection from the catalytic site [130]. An alternative theory proposes that the movement or activity of Thr310, a residue located in the hydrophobic clamp, is limited by interaction with the C6 exomethylene of EXE [106]. According to prescriptive information disclosed by the drug’s developer, EXE enters into the active site of aromatase where it is enzymatically converted to an undisclosed intermediate [108]. The reactive intermediate fails to release from the active site and instead remains tightly bound
to the enzyme [108]. In the absence of substrate release, aromatase-mediated estrogen synthesis comes to a standstill [108]. The data used to arrive at this conclusion has not been made publically available, prompting additional studies. A recent investigation by Viciano et al. was unable to pinpoint the exact mechanism of suicide inhibition but excluded EXE C19 hydroxylation as the immediate cause of irreversible binding to the active site [127]. Four aromatase residues (Trp224, Glu302, Asp309 and Ser478) are now believed to participate in EXE-mediated suicide inhibition, but precise mechanistic details are lacking at this time [131, 132].

1.4.4 Exemestane for breast cancer treatment and prevention

1.4.4.1 Chemoprevention

The National Cancer Institute of Canada Clinical Trials Group conducted an extensive investigation of the efficacy of EXE as a chemopreventative agent in the Mammary Prevention.3 clinical trial (MAP.3) [133]. The double-blind, placebo-controlled study enlisted a large cohort (n = 4,560) of healthy postmenopausal women with ≥ 1.66% chance of developing invasive breast cancer in the next 5 years according to the Gail risk criteria [133]. The participants were randomly assigned to ingest either 25 mg EXE/day or a placebo for up to 5 years [133]. After a median follow-up of 35 months, the risk of developing invasive breast cancer had decreased by 65% for EXE-treated women relative to the placebo group [133]. The literature shows that prophylactic tamoxifen (TAM), in contrast, reduces the incidence of breast cancer by only 50% in high-risk women [134, 135].

Due to its potentially serious side effects, uptake of TAM as a chemopreventative is poor with only 0.08% of American women between the ages of 40-79 utilizing it for this purpose
Clinical safety data from MAP.3 suggests that EXE is a less perilous alternative to TAM in the prevention setting [133]. MAP.3 participants taking EXE were more likely to experience side effects compared to the group receiving placebo (88% vs 85%), in particular hot flashes and arthritis [133]. However, no significant intergroup differences were observed for fracture risk, osteoporosis or cardiovascular adverse events, suggesting that EXE can be safely utilized for chemoprevention in postmenopausal women with an elevated risk of developing invasive breast cancer [133].

1.4.4.2 Neoadjuvant hormonal therapy

Neoadjuvant therapy has emerged as a highly effective tool in the treatment of early breast cancer. Administered prior to the primary medical intervention, neoadjuvant therapy attempts to reduce tumor burden in order to increase the efficacy of future pharmaceutical or surgical interventions [136]. For many patients with localized breast cancer, successful tumor down-staging can expand viable treatment options to include lumpectomy rather than complete mastectomy [136]. In addition to facilitating breast conservation, neoadjuvant therapies may render inoperable tumors amenable to surgical resection [137]. They are further prescribed in the palliative setting to women with locally advanced breast cancer and poor overall health, a population in which surgery is often unadvisable [138].

Neoadjuvant hormonal therapy (NHT), in particular, is an important element of early breast cancer treatment regimens [139]. Although neoadjuvant chemotherapy has long been a mainstay of breast cancer treatment, it is contraindicated in many patients on account of the high incidence of adverse events resulting from its considerable systemic toxicity [140]. Endocrine agents, in contrast, are generally better tolerated with clinical evidence demonstrating non-
inferior efficacy relative to neoadjuvant chemotherapy [136, 140]. TAM, a selective estrogen receptor modulator, is frequently employed as NHT, because it is highly effective in treating early breast cancer with clinical response rates of 33-67% [136]. Nonetheless, TAM use is associated with increased risk for potentially fatal adverse events, including ovarian cancer and thromboembolism [141, 142].

One method of circumventing the inherent toxicity of TAM in NHT is to expand the use of the third generation aromatase inhibitors, ANA, LET, and EXE. The side effects of aromatase inhibitors are generally mild and can often be managed with appropriate medical surveillance [143]. In addition to favorable safety profiles, several studies have deemed AIs superior to TAM in the preoperative treatment of ER+ breast cancer in postmenopausal women [140, 144-146]. A large meta-analysis bolstered these observations by examining the clinical outcomes of 1,160 postmenopausal women with ER+ breast cancer [140]. Seo et al. found that neoadjuvant treatment with an AI allowed for breast conservation surgery more frequently than preoperative TAM [140]. More recent results from the TEAM-IIA clinical trial reflect the potential utility of neoadjuvant EXE in treating postmenopausal women with ER+ breast cancer [138]. 64.5% of TEAM-IIA participants exhibited a partial or complete response following six months of neoadjuvant EXE while a similar study, PTEX46, reported a slightly lower response rate of 48% [138, 147]. Few serious side effects occurred in the TEAM-IIA cohort with 95.9% of adverse events classified as grade 1 or 2 [138]. Furthermore, many patients achieved significant decreases in tumor size (mean decrease = 47%), which likely contributed to the nearly 10% increase in the number of patients that could opt for breast conservation surgery rather than mastectomy [138]. These results suggest that EXE is a safe, efficacious alternative to TAM for the neoadjuvant treatment of ER+ breast cancer in postmenopausal patients.
1.4.4.3 Use in premenopausal women with ovarian function suppression

Reducing circulating estrogens via endocrine therapy is the standard endocrine treatment for hormone-responsive premenopausal breast cancer [148]. The efficacy of endocrine therapy can often be enhanced by the addition of ovarian function suppression (OFS) by gonadotropin-releasing hormone analogues (GnRHa), such as triptorelin [148]. At present, TAM is the most commonly used hormonal agent for estrogen suppression in premenopausal patients [148].

However, several studies indicate that concomitant use of EXE and OFS produces a more potent anti-estrogenic effect than TAM with OFS [148, 149]. A recent meta-analysis of the SOFT (Suppression of Ovarian Function Trial) and TEXT (Tamoxifen and Exemestane Trial) clinical trials, concluded that patients prescribed EXE + OFS had a significantly higher incidence of 5-year disease free survival than patients receiving TAM + OFS (91.1% versus 87.3%) [150]. After 5 years of treatment, 92.8% of patients given EXE + OFS were in remission while only 88.8% of patients taking TAM + OFS remained free of breast cancer [150]. The incidence of severe adverse events (grades 3 or 4), as well as attrition rates and patient-reported quality of life were similar between the two groups [150, 151]. Nonetheless, several significant differences in drug-induced side effects were noted. Patients receiving EXE + OFS were more likely to report joint pain or impaired sexual functioning than patients administered TAM + OFS, which was associated with increased severity of hot flushes and excessive sweating [151].

In 2015, the St Gallup expert panel issued new recommendations for the clinical use of combination therapy with EXE + OFS in accordance with the results of SOFT and TEXT clinical trials [152]. EXE with OFS was strongly recommended for women under the age of 35, as well as premenopausal women with 4 or more affected lymph nodes [152]. It should be noted that the
efficacy of EXE + OFS was not superior to that of TAM + OFS in individuals with HER2-positive tumors [150]. Moreover, a SOFT sub-study revealed a correlation between high body mass index and suboptimal estrogen suppression, which was detected in 17% of patients receiving EXE + OFS [153]. Further investigations are needed to fully understand what impact, if any, adiposity has on EXE efficacy in premenopausal women with breast cancer.

1.4.4.4 First-line endocrine therapy

Phase III clinical trials indicate that the third-generation AIs are more efficacious than TAM as first-line hormonal treatments for postmenopausal ER+ breast cancer [154-157]. One meta-analysis comparing TAM to third-generation AIs found that AI monotherapy reduced mortality by 11% relative to TAM in the first-line setting [158]. The EORTC-BCBG trial, in contrast, did not report significant differences in 1-year overall survival between women with hormone-receptor-positive metastatic breast cancer given EXE (82%) or TAM monotherapy (86%) [157]. In the same study, patients taking EXE were significantly more likely to respond to endocrine therapy than their TAM-treated peers with objective response rates of 46% and 31%, respectively [157].

Several large clinical trials have evaluated the so-called “switching strategy”. The TEAM study examined the relative efficacy of 5 years of upfront EXE monotherapy versus a switching strategy for treating postmenopausal women with hormone-responsive breast cancer [159]. Neither disease-free nor overall survival appreciably differed between the group receiving EXE and the group given sequential dosing with 2-3 years of TAM followed by 2-3 years of EXE for a total of 5 years of treatment [159]. Women following the sequential dosing regimen were twice as likely to report gynecological symptoms while patients that didn’t switch
medications had significantly more musculoskeletal adverse events [159]. The Intergroup Exemestane Study (IES) was similarly designed to include a TAM-to-EXE switching arm [73]. However, the IES compared the sequential treatment strategy with 5 years of first-line TAM in postmenopausal women with early breast cancer [73]. In this setting, women prescribed TAM monotherapy were 2-fold more likely to develop contralateral breast cancer during follow-up than women that had been switched to EXE after 2-3 years of TAM [160].

Compared to the nonsteroidal aromatase inhibitors, ANA and LET, EXE is prescribed as a first-line therapy less frequently [161]. This discrepancy has been attributed to a greater familiarity with the nonsteroidal AIs due to the delay between the marketing of ANA and LET and the subsequent release of EXE [161]. Results from MA.27 show that EXE and ANA exhibit similar efficacy and safety as upfront hormonal therapy [162]. A largescale phase III clinical trial directly comparing EXE and LET efficacy has yet to be undertaken. Nonetheless, indirect comparisons across published clinical trials suggest that the three third-generation AIs are superior in efficacy to TAM and roughly equipotent as first-line endocrine therapy for postmenopausal breast cancer [160, 163-166].

1.4.4.5 Second-line endocrine therapy

EXE is often used as a second-line treatment for postmenopausal women with metastatic hormone-responsive breast cancer that has progressed despite treatment with TAM, ANA or LET [167]. Relative to megestrol acetate as a second-line endocrine therapy, a phase III clinical trial concluded that EXE is more efficacious in prolonging both survival and time-to-progression in postmenopausal patients with advanced TAM-refractory breast tumors [168]. Several trials have shown that EXE can also be used to slow tumor progression through sequential use with a
non-steroidal AI [169-171]. The literature suggests that 24.3-46% of postmenopausal ER+ breast cancer patients may significantly benefit from therapy with EXE after failure of a non-steroidal AI [169-171]. In this setting, median time-to-progression after beginning treatment with EXE has been reported as 3-5 months [169-171]. Results from the BOLERO-2 study of advanced metastatic breast cancer further suggest that the progression-free survival of patients with ER+/HER- tumors may be significantly extended by concomitant use of EXE and an mTOR inhibitor, everolimus [172].

1.4.5 EXE-associated toxicity

1.4.5.1 Bone mineral density

As a result of drug-induced decreases in bone mineral density, postmenopausal women given EXE are 2.5-fold more likely to develop osteoporosis-related fractures than postmenopausal women not taking an AI [173-176]. One common side effect of EXE-induced estrogen suppression is increased bone turnover, which appears to compromise overall bone strength by altering its microarchitecture [164, 165, 173, 177-179]. Estrogen withdrawal leads to greater bone fragility and decreased mineral density by increasing osteoclast-mediated resorption [164, 165, 173, 177, 178]. Interestingly, EXE use is also associated with increases in biomarkers indicative of bone formation, such as alkaline phosphatase [180]. In light of the anabolic effect of androgens on bone formation, 17β-DHE, a phase I metabolite of EXE, may account for this observation [181]. In addition to decreased mineral density, excessive turnover causes deleterious changes in bone texture and morphology [174, 179]. Trabecularization is a common side effect of EXE in which strong cortical bone is remodeled to resemble weaker, porous trabecular bone [174, 179]. In a German sub-study of the TEAM clinical trial, clinically
significant trabecularization was evident in 39% of postmenopausal women with ER+ breast cancer after 2 years of adjuvant EXE [179].

Unlike EXE, TAM has a modest anabolic effect on bone mineral density (BMD) [182, 183]. As a partial estrogen agonist, it decreases the risk of osteoporosis-related bone fractures by impairing the resorptive activity of osteoclasts [76, 183, 184]. In a German TEAM sub-study of bone health, 2 years of adjuvant TAM decreased amino terminal propeptide of type I collagen (PINP), a well-established biomarker of turnover [185]. Structural alterations in bone texture were also observed in TAM-treated women and were thought to enhance fracture-resistance [179].

Clinical measurements collected during adjuvant endocrine therapy clinical trials are representative of the opposing effects of EXE and TAM on bone metabolism. In the Intergroup Exemestane Study (IES) of postmenopausal early breast cancer, participants were randomized to receive 5 years of hormonal therapy consisting of either EXE monotherapy or 2-3 years of TAM followed by a switch to 2-3 years of EXE [160]. After 58 months, 7% of the EXE monotherapy group had suffered a fracture compared to only 5% of the switch cohort [160]. The literature consistently shows that BMD, an important determinant of fracture risk in postmenopausal women, is compromised by AI use [186]. For instance, the TEAM clinical trial found that EXE decreased the BMD of lumbar spine 5.3% after 2 years while TAM increased it 1.9% [179]. A sub-study of the MAP.3 clinical trial reported widespread bone loss following 24 months of EXE use in healthy postmenopausal women at elevated risk for breast cancer [174]. Relative to women given placebo, the group receiving EXE experienced significant decreases in BMD in the distal radius (6.1%), distal tibia (5.0%), lumbar spine (2.4%), hip (1.8%), and femoral neck (2.4%) [174].
The risk of developing EXE-related bone loss varies between patients and necessitates the need for continued medical oversight throughout treatment [176]. To decrease the incidence of osteoporosis in postmenopausal women taking EXE, BMD should be reassessed every 6 months for patients that presented with low BMD (osteopenia) prior to initiating treatment [176]. Data from the IES and TEAM trials suggest that BMD loss plateaus in postmenopausal women within 2 years of beginning EXE [173, 185]. The IES trial further suggests that EXE-related decreases in BMD are partially reversible after treatment cessation [187, 188]. Nonetheless, it is preferable to preemptively reduce fracture risk during AI treatment by maintaining BMD through concomitant supplementation with vitamin D and calcium, as well as antiresorptive agents, such as zoledronic acid [176, 186]. Clinical guidelines state that osteoporotic patients should receive antiresorptive medications throughout the duration of EXE treatment [176]. However, most non-osteoporotic patients could also benefit from prophylactic BMD maintenance [176]. AI-associated bone loss can often be mitigated with appropriate medical supervision [176]. Nonetheless, baseline skeletal health and other patient-specific risk factors should be considered prior to initiating EXE use [176].

1.4.5.2 Lipid metabolism

Contemporary antiestrogens differ substantially with respect to their effects on lipid metabolism. In healthy postmenopausal women, as well as those diagnosed with early breast cancer, overall lipid metabolism is largely unchanged by endocrine therapy with daily EXE [161, 180, 189]. For instance, low-density lipoprotein cholesterol (LDL), lipoprotein, and serum triglyceride levels aren’t significantly influenced by EXE use in postmenopausal women [180, 189-191]. A recent phase II clinical trial examined EXE as a chemopreventative agent for
healthy postmenopausal women at high-risk of developing breast cancer [190]. Although the mean total cholesterol of the subjects transiently increased, a return to near-baseline values occurred within 12 months of treatment [190]. As a first line treatment, 48 weeks of EXE use resulted in stable total cholesterol and high-density lipoprotein cholesterol (HDL) levels in postmenopausal patients with advanced breast cancer [191]. In several other studies, however, decreases of 6%-15% were reported in the mean serum HDL levels of postmenopausal women given EXE for 2 years [180, 190, 192]. Fortunately, data from the MAP.2 chemopreventative trial suggests that EXE-induced changes in HDL are reversible upon treatment cessation [189].

Unlike EXE, which has a minor impact on lipid metabolism, TAM induces favorable changes in lipid biomarkers. Numerous studies have reported significant decreases in levels of atherogenic LDL and total serum cholesterol in TAM-treated postmenopausal breast cancer patients [193-196]. This effect is attributed to inhibition of SD8I and ACAT, key enzymes in cholesterol biosynthesis and esterification, respectively [197-199]. As a result of this inhibition, absolute HDL formation can potentially decrease as well [200]. However, apolipoprotein upregulation resulting from the estrogen agonist activity of TAM may increase the ratio of HDL to LDL, a cardioprotective effect exhibited by statins [200-202]. Serum triglyceride levels, on the other hand, are not significantly impacted by six months of TAM treatment in postmenopausal women with advanced breast cancer [193]. The differential effects of TAM and EXE on lipid metabolism are well-established and could potentially inform the choice of endocrine therapy.
1.4.5.3 **Cardio-cerebro-vascular health**

AIs and TAM are divergent in their effect on cardiovascular health [161]. A recent meta-analysis of 19 randomized controlled clinical trials found that postmenopausal breast cancer patients (n = 62,345) treated with AIs were 19% more likely to experience cardiovascular adverse events compared to TAM-treated peers [203]. The same meta-analysis reported a 33% decrease in cardiovascular risk for patients prescribed TAM relative to those that received placebo [203]. Treatment with third generation AIs, however, was associated with a similar incidence of cardiovascular adverse events to that observed in the group taking placebo [203]. Results from the Intergroup Exemestane Study and MAP.3 chemopreventative trial indicate that exemestane use, in particular, is not associated with increased cardiovascular risk [133, 204]. Thus, the discrepancy between AIs and TAM in relative cardiovascular risk is attributed to the prophylactic properties of TAM rather than a cardiotoxic effect of AIs [161, 203-206]. TAM-mediated cardioprotection arises from several mechanisms. In addition to altering serum lipid levels through inhibition of multiple enzymes involved in cholesterol synthesis, TAM acts as an antioxidant to reduce harmful LDL oxidation and systemic inflammation [197-199, 207-210].

However, EXE is the preferred adjuvant hormonal therapy for many ER+ breast cancer patients for which TAM is contraindicated, including those with an increased risk of thromboembolism [73, 134, 141, 155, 156, 160]. Venous thromboembolic events, such as deep vein thrombosis and pulmonary embolism, are potentially fatal occurrences associated with SERM use [211]. In the IBIS-I chemopreventative clinical trial, participants taking TAM were 2.5-fold more likely to experience a venous thromboembolic event than healthy women taking placebo [134, 212]. The NSABP P-1 trial revealed that tamoxifen users had 1.6-, 3.0-, and 1.4-fold increases compared to nonusers in the incidence of deep vein thrombosis, pulmonary
embolism, and stroke, respectively [111]. EXE, in contrast, is not associated with an elevated risk for thromboembolism [73, 160]. In light of the differing cardio-cerebro-vascular toxicities of AIs and SERMs, careful consideration is warranted in the selection of an appropriate adjuvant hormonal therapy for breast cancer patients.

1.4.5.4 Musculoskeletal pain

Exemestane use is associated with the development of AIMSS (aromatase inhibitor induced-musculoskeletal symptoms), a characteristic cluster of symptoms that often includes musculoskeletal stiffness and bilateral pain in the joints of the hands, wrists or feet [76, 133, 160, 213-221]. In clinical trials of postmenopausal breast cancer patients, the incidence of AIMMS has been reported as 5-35% [222]. However, reports from the outpatient setting indicate that a majority of AI users may be adversely affected [223-228]. Adjuvant TAM, in contrast, induced significantly fewer musculoskeletal adverse events than AIs in numerous clinical trials, including the Intergroup Exemestane Study (IES) [222, 229-231]. The IES found that 38.5% of postmenopausal ER+ early breast cancer patients given 5 years of TAM had at least one musculoskeletal adverse event compared to 46.7% of the participants who had been switched to EXE following 2-3 years of initial TAM [229]. During the 5 years of treatment, EXE-treated patients were also significantly more likely to experience arthralgia (11.8% versus 18.6%) with a 10-fold increase in the incidence of carpel tunnel syndrome relative to women assigned to TAM monotherapy [73, 229]. Fortunately, AI-induced pain can often be ameliorated by weight-bearing exercises, over-the-counter analgesics, switching to a more tolerable AI or through supplementation with calcium, vitamin D, and glucosamine [232-234].
Several environmental and genetic risk factors are associated with an increased risk for AIMSS in postmenopausal women, including prior treatment with taxanes, pre-existing musculoskeletal dysfunction, and carrying variant $TCL1A$ alleles [229, 235, 236]. Nevertheless, a scientific consensus has yet to be reached regarding the exact mechanism underlying musculoskeletal dysfunction in AI users. One widely held theory suggests that AIMMS are simply common menopausal symptoms magnified by potent systemic estrogen deprivation [213, 237]. The role of estrogen suppression in AIMSS pathology is supported by the elevated risk of developing severe musculoskeletal symptoms for women with certain genotypes of an estrogen-responsive immunomodulatory gene, $TCL1A$ [236]. As estrogen interacts with opioid pain fibers to attenuate painful stimuli, a large decrease in serum estrogen could also contribute to increased musculoskeletal pain [238]. Potent aromatase inhibition could further explain the increased incidence of carpal tunnel syndrome in EXE users since estrogen receptors are expressed by both chondrocytes and the carpal ligament [239-241]. However, fluid accumulation around the digital flexor tendons is evident in radiological images of the wrists of EXE-treated women with carpal tunnel syndrome [242]. Any resultant nerve compression could explain the increased symptoms of carpal tunnel syndrome and may or may not be related to diminished estrogen levels through an unknown mechanism [242].

Unlike rheumatoid and osteoarthritis, AI-induced arthralgia is not inflammatory and cannot be attributed to structural damage of the articular surface or other tissues of the affected joint [234, 237]. Fascinating studies by De Logu et al. recently determined that AIMSS-like symptoms can be induced in mice via TRPA1, a cation channel expressed in the dorsal root ganglia [243]. In their experiments, androstenedione, which is frequently elevated in AI users, activated nociceptors by triggering TRPA1 [243]. Third-generation AIs are also believed to
activate TRPA1 [243]. Interestingly, the authors of the study speculate that exposure to androstenedione and oxidative stress byproducts lower the overall dose of AIs required to trigger neurogenic AIMSS-like symptoms, which could partially explain the interindividual variability in musculoskeletal symptoms in EXE-treated patients [243].

1.4.5.5 Gynecological health

In breast cancer patients, bothersome menopausal symptoms are a common consequence of blocking the activity or synthesis of estrogen with hormonal endocrine therapy [244]. However, there are key differences in the gynecological toxicity of the third-generation aromatase inhibitor, EXE, and the selective estrogen receptor modulator, TAM. AIs can cause or exacerbate vulvovaginal dryness and atrophy on account of its intense suppression of circulating estrogens to nearly undetectable levels [244-247]. In a sub-study of the phase III TEAM clinical trial, postmenopausal breast cancer patients that were switched to EXE after 2-3 years of TAM reported significantly lower libido and increased vaginal dryness one year after changing medications compared to the women that continued taking TAM for 5 years [248]. In the same study, however, patients in the TAM monotherapy arm had significantly more vaginal discharge than those receiving TAM/EXE sequential treatment [248].

Unlike EXE, TAM behaves as an estrogen agonist in certain tissues, which can promote the development endometrial abnormalities [249-253]. TAM exerts a well-established time-dependent proliferative effect on the endometrial lining [249, 250]. Endometrial thickening is widely regarded as an indication of increased risk for several gynecological afflictions [254]. As a result of endometrial thickening (> 5 mm), TAM-treated women have an increased incidence of uterine polyps and are 2-3-fold more likely to be diagnosed with endometrial cancer than
healthy postmenopausal women [251-253]. In a TEAM sub-study examining gynecological health of 143 postmenopausal ER+ breast cancer patients, transvaginal ultrasound showed that no women had endometrial lining thickness > 10 mm one year after switching to EXE, whereas 11 patients in the group given only TAM suffered from abnormal endometrial proliferation [255]. Results from the Intergroup Exemestane Study further suggest that EXE use following 2-3 years of initial TAM can reverse abnormal endometrial thickening in postmenopausal breast cancer patients [256]. However, these results should be interpreted with caution as they may be an artifact of TAM washout rather than a genuine effect of EXE. Overall, EXE and TAM are both associated with noxious menopausal symptoms, but the latter poses a much higher risk of causing serious secondary conditions.

1.4.5.6 Impact on adherence to adjuvant endocrine therapy

Poor adherence and early discontinuation of adjuvant endocrine therapy are significant obstacles in the treatment of breast cancer. Poor adherence is associated with decreased survival in TAM and AI-treated patients alike [257, 258]. Nonetheless, 31-73% of patients outside of clinical trials prematurely discontinue treatment [259]. Compliance with a medication regimen is influenced by multiple factors, including comorbidities and drug-induced adverse events [260]. The use of osteoporosis and cholesterol-lowering medications, for instance, is associated with increased compliance with oral hormonal therapy in elderly women (mean age = 76.4 years old) with breast cancer [260]. The literature suggests that breast cancer patients displaying symptoms of poor sleep quality, fatigue or forgetfulness prior to beginning adjuvant AI therapy are more likely to discontinue therapy within 12 months of initiating treatment [228]. A study of AI use in a community-based setting further found that musculoskeletal pain contributes
significantly to noncompliance with upwards of 20% of all treatment discontinuations attributed to joint pain [261]. Results from the ELPh trial of adjuvant AIs suggest that age may also influence adherence rates [228]. Younger women were significantly more likely to discontinue EXE or LET treatment than older participants [228]. Moreover, older women comply well with AI treatment in outpatient settings outside of clinical trials [262].

TAM persistence is poor, especially in younger patients, the majority of whom do not complete 5 years of endocrine therapy [263]. Several other studies report overall early discontinuation rates of approximately 30% in TAM-treated breast cancer patients [262, 264]. Patients harboring negative beliefs about the risks and potential benefits of treatment are at an elevated risk for TAM noncompliance [264, 265]. Carriers of functional CYP2D6 alleles are also more likely to stop taking TAM due to their extensive metabolizer status, which is thought to increase the severity of hot flashes and other treatment-related side effects [263].

In a cohort study of over 13,000 breast cancer patients, 19% and 31% of patients treated with AIs or TAM, respectively, had discontinued adjuvant hormonal therapy before completing the recommended 5 years of treatment [262]. When drawing comparisons in compliance rates between medications, it is important to consider that estimates of adherence and persistence can vary significantly between studies as a result of methodological differences [266]. Thus, caution should be exercised in comparing the outcomes of clinical trial participants with significant demographic differences. Notwithstanding these limitations, several trials have reported both EXE and TAM compliance and consistently suggest that EXE is associated with superior adherence [266]. These results are particularly interesting considering that many physicians are more knowledgeable in managing the side effects of TAM relative to those of EXE [260].
1.5 EXEMESTANE METABOLISM

Figure 1-4: Proposed phase I metabolic pathways of EXE. Schematic courtesy of Dr. Zuping Xia.
Although EXE is highly effective \textit{in vivo}, suppressing circulating estrogen levels in postmenopausal breast cancer patients by 98%, its complete metabolic pathway is as of yet uncharacterized nor is it known the extent to which genetic variation impacts phase I EXE metabolism \cite{115, 267}. Prescriptive information states that EXE is extensively metabolized, but the chemical structures of its primary metabolites, as well as detailed information regarding their capacity to inhibit aromatase are omitted from the product leaflet dispensed with EXE tablets \cite{108}. Based on the steroidal structure of EXE, two principal phase I metabolic pathways are predicted, each yielding several potential secondary metabolites (Figure 1-4) \cite{268}. The first expected route of metabolic attack is oxidation of the C6 exomethylene, a moiety believed to be conducive to CYP450 activity \cite{268}. The C17 keto group of EXE is also vulnerable to enzymatic reduction to form 17\(\beta\)-DHE \cite{268}.

The limited literature available describes 17\(\beta\)-dihydroexemestane (17\(\beta\)-DHE) as a prominent phase I EXE metabolite with both anti-aromatase and androgen agonistic activities \textit{in vitro} \cite{114, 115, 269-272}. One study concluded that 17\(\beta\)-DHE concentrations were \(~35–40\%\) those of the parent drug in the plasma of healthy individuals taking EXE, whereas another smaller study found that the amount of 17\(\beta\)-DHE relative to EXE in human plasma varied five-fold in a pool of only three participants \cite{114, 273}. These observations support 17\(\beta\)-DHE as a major metabolite and highlight interindividual variations in EXE metabolism.

Although drug disposition is undoubtedly multifactorial, it has been estimated that 20–95\% of variability in drug response is attributable to genetic factors \cite{274}. A previous study by Sun \textit{et al.} found that phase II EXE metabolism is profoundly affected by genetic variation in the drug-metabolizing enzyme, UGT2B17 \cite{115}. In incubations with human liver microsomes, UGT2B17 genotype significantly correlated with levels of 17\(\beta\)-DHE conjugation with glucuronic
acid, which forms a water soluble glucuronide (glucuronidation) for urinary excretion [115]. Overall glucuronidation ($V_{\text{max}}/K_M$) of 17β-DHE in the HLM panel was 36-fold lower in UGT2B17-null homozygotes (*2/*2) compared to wildtype homozygotes (*1/*1) [115]. At present, it is unknown whether polymorphisms in phase I drug-metabolizing enzymes could likewise alter EXE clearance or the production of metabolites with anti-aromatase activity. Discovering any genetic polymorphisms that contribute to inter-individual variation in phase I EXE metabolism is of great interest as they may be predictive of drug response in patients. However, finding useful biomarkers requires that enzymes participating in phase I EXE metabolism first be definitively identified. According to the original manufacturer, EXE (Aromasin®) is metabolized hepatically by CYP3A4 and aldo-keto reductases [108]. It is unclear whether the term aldo-keto reductases specifically refers to members of the aldo-keto reductase superfamily (AKRs), of which there are 15 human members with varying tissue expression patterns [108, 275, 276]. In this context, the term could also generically refer to enzymes from other families that can act as aldo-keto reductases, such as the short-chain dehydrogenase/reductases (SDRs). Furthermore, the results of an in vitro study using baculosome-expressed CYP450s suggest that CYP450s other than CYP3A4 may also metabolize EXE [277]. In light of this ambiguity, additional studies are needed to resolve the identity of phase I drug-metabolizing enzymes involved in EXE metabolism and to assess the effect of allelic variation on the catalytic activity of these enzymes.

1.6 HYPOTHESES AND OBJECTIVES

1.6.1 Hypotheses
1. It is hypothesized that hepatic xenobiotic-metabolizing enzymes from the aldo-keto reductase and cytochrome P450 superfamilies metabolize EXE to form multiple C6- and C17-modified phase I metabolites, and furthermore, naturally-occurring nonsynonymous variants in these enzymes may alter the production of metabolites that contribute to the drug’s therapeutic effect of estrogen biosynthesis inhibition. If this is indeed the case, genetically-determined differential metabolite production may explain the substantial inter-individual variability seen in the clinical responses of women taking EXE for breast cancer treatment and prevention.

1.6.2 Objectives

1. To characterize the potency of wildtype aromatase inhibition by predicted and known phase I EXE metabolites in vitro utilizing an overexpressing HEK293 cell line (Chapter 2).

2. To assess if the potency of EXE-mediated inhibition of wildtype aromatase differs significantly from its potency in inhibiting common nonsynonymous aromatase variants (Chapter 2).

3. To definitively identify phase I EXE metabolites produced in vitro by hepatic ketosteroid reductases, xenobiotic-metabolizing cytochrome P450s, human liver cytosol, and human liver microsomes (Chapters 3 & 4).

4. To identify the hepatic ketosteroid reductases and cytochrome P450s most likely to be involved in in vivo EXE metabolism by calculating kinetic parameters for the formation of active metabolites by each enzyme (Chapters 3 & 4).

5. To identify functional polymorphisms prevalent at $\geq 1\%$ in ketosteroid reductases and cytochrome P450s and to assess their impact on the catalytic activity against EXE substrate by calculating kinetic parameters for comparison to wildtype (Chapters 3 & 4).
CHAPTER TWO

Anti-aromatase activity of exemestane and its phase I metabolites

**A version of this chapter has been accepted for publication:
Peterson A, Xia Z, Chen G and Lazarus P. Exemestane Potency is unchanged by Common Nonsynonymous Polymorphisms in CYP19A1: Results of a Novel Anti-aromatase Activity Assay examining Exemestane and its Derivatives.
2.1 INTRODUCTION

This chapter describes the results of a rapid, novel UPLC tandem mass spectrometry assay that was developed to measure the ability of EXE and its putative phase I metabolites to inhibit estrogen synthesis by wildtype aromatase. The anti-aromatase activity of EXE against two common aromatase variants is also presented to evaluate what effect, if any, genetic variation has on EXE potency. The identity of several phase I EXE metabolites formed by human liver microsomes is also revealed.

2.2 BACKGROUND

Comprehensively identifying phase I EXE metabolites is of considerable interest, because EXE derivatives, such as 17β-DHE, may contribute to systemic estrogen blockade through aromatase inhibition. A previous pharmacokinetics study found that the maximum plasma concentration of EXE in postmenopausal women with a prior history of breast cancer ranged from 3.0-15.6 ng/ml following 2 weeks of oral dosing (25 mg/day) while the maximum amount of its 17β-DHE metabolite varied 7-fold with reported values of 0.22-1.58 ng/ml [76]. However, past attempts to identify less-studied metabolites have been speculative due to the lack of standard reference compounds. Using GC-MS, three peaks likely corresponding to C6-oxidized metabolites were detected in the urine of healthy male volunteers [278]. Another study found six metabolites, including 17β-DHE, in human urine following administration of radiolabeled EXE [279]. However, both studies of urinary EXE metabolites were hampered by a lack of comparison of physiochemical properties between the suspected metabolites and known standards. Six possible metabolite peaks were observed in human liver microsomes presented with EXE substrate [277]. One peak was confirmed to be 17β-DHE and another was tentatively
designated as 6-HME [277]. The identities of the remaining four peaks could not be established [277].

This study addresses methodological issues that have historically undermined phase I EXE metabolite identification. First, a reference library of C6 and C17-modified EXE analogs was synthesized to confirm the identity of suspected metabolites observed in incubations of EXE with human liver microsomes. Secondly, a newly-developed UPLC/MS/MS method eliminates the need for organic extraction to remove residual substrate prior to analysis unlike previous scintillation-based studies of AAA [280]. Instead, low levels of estrone formation are quantitated directly rather than extrapolated from tritiated water release during the aromatization of radiolabeled androstenedione. Interestingly, aromatase from human placental microsomes is used in traditional AAA screenings [280]. CYP1A1 is well-expressed in human placenta and extensively metabolized EXE in an \textit{in vitro} assay using recombinant baculosome-expressed CYP450s [277, 281]. Background phase I metabolism in human placental microsomes may complicate the analysis of AAA assays. However, expression analysis has shown that HEK293 are CYP450 and UGT-null (data not shown). To circumvent potential confounding from endogenous enzymes in placental preparations, aromatase-overexpressing HEK293 were created in the present study to evaluate the potency of EXE analogs in impeding estrogen biosynthesis.

While it is well-accepted that genetic differences may influence an individual’s drug disposition for many pharmaceuticals, the extent to which polymorphisms in aromatase explain inter-individual variation in EXE metabolism in unclear. Interestingly, aromatase has several common nonsynonymous variants, which might contribute to variability in drug disposition by altering EXE affinity or the velocity of its reduction to 17β-DHE [76]. It is possible that variant alleles causing differential metabolite production are predictive biomarkers for EXE efficacy or
toxicity risk. Consequently, we also compared the efficacy of EXE in inhibiting two allozymes, aromatase$^{\text{Thr201Met}}$ and aromatase$^{\text{Arg264Cys}}$ relative to the wildtype enzyme.

2.3 MATERIALS AND METHODS
2.3.1 Chemicals and materials

Hangzhou DayangChem Co. (Hanzhou City, China) supplied the androgens boldenone, testosterone, and 4-andostene-3,17-dione for the synthesis of EXE and its analogs. Tokyo Chemical Industry Co. (Tokyo, Japan), Thermo Fisher Scientific (Waltham, MA), and Sigma-Aldrich (St. Louis, MO) produced all other reagents (ACS grade or higher) needed for synthesis. Steroid purification required silica columns (Yamazen Corp., Osaka, Japan) and thin-layer chromatography plates (Bonna-Agela Technologies Inc., Wilmington, DE). LC/MS grade methanol, acetonitrile, and formic acid was purchased from Thermo Fisher Scientific. XenoTech (Lenexa, KS) supplied pooled mixed gender human liver microsomes (Cat no. H0610, n = 50). Corning (Corning, NY) and Integrated DNA Technologies (Coralville, IA) manufactured the NADPH regeneration system and oligonucleotide primers, respectively. A QuikChange II Site-Directed Mutagenesis Kit was purchased from Agilent (Santa Clara, CA) to produce aromatase variant overexpression vectors. The HEK293 cell line was procured from ATCC (Manassas, VA). G418, penicillin/streptomycin, fetal bovine serum, Opti-MEM, and DMEM supplemented with 4.5 g/L glucose, 110 mg/L sodium pyruvate, and L-glutamine was purchased from Invitrogen (Carlsbad, CA) along with an XCell electrophoresis system. Lipofectamine 2000, PVDF membranes, Pierce BCA protein assay kit, SuperSignal West Femto Maximum Sensitivity Substrate, sodium dodecyl sulfate (SDS), glycine, tris base, ammonium persulfate (APS), goat anti-rabbit HRP-conjugated antibody (cat. No. 31466), and tetramethylethylenediamine
(TEMED) were also purchased from Thermo Fisher Scientific. Nonfat dry milk was prepared by BioRad (Hercules, CA). Sigma-Aldrich (St. Louis, MO) supplied Ponceau staining solution, Tween 20, acrylamide/bis-acrylamide solution, 2-mercaptoethanol, estrone, androstenedione substrate, and estrone-2,3,4-\textsuperscript{13}C3. Rabbit monoclonal anti-aromatase antibody (cat. no. ab124776) was purchased from Abcam (Cambridge, MA).

2.3.2 Reference library synthesis

EXE and ten C6-oxidized or C17-reduced EXE analogs were resuspended in ethanol and stored at -80°C following synthesis at Washington State University (Spokane, WA). For a thorough description of 17α-DHE synthesis, the reader is directed to recent work by Platt et al [282]. However, a brief summation of 17α-DHE synthesis is provided in Figure 2-1 [282]. Previous studies provide detailed descriptions of the synthesis, purification, and NMR-based identity verification of each remaining compound [268, 282-284].
2.3.3 Creation of aromatase-overexpressing HEK293

Stable overexpression of wildtype aromatase in HEK293 was driven by a pcDNA3.1/V5-His-TOPO mammalian expression vector as previously described [115]. Constitutive overexpression vectors encoding common aromatase variants Thr201Met and Arg264Cys were produced via site-directed mutagenesis using the wildtype plasmid as template. Variant expression vectors were amplified in BL21 grown under ampicillin selection for 16 h at 37°C. Sanger sequencing was used to confirm successful mutagenesis. Lipofectamine 2000 was used
to transfect HEK293 with variant overexpression plasmids. Transfected HEK293 were grown in high-glucose DMEM containing 700 μg/ml G418, 10% FBS, and penicillin/streptomycin for at least three weeks. The cells were then harvested by resuspension in PBS, lysed via 4 freeze-thaw cycles, and centrifuged for 15 min at 13,200g at 4°C. Microsomes for each cell line were prepared from the supernatant through differential centrifugation (1 h, 34000 g) in a chilled Beckman L7-65 ultracentrifuge (Brea, CA), resuspended in PBS, and stored at -80°C. To normalize the amount of aromatase included in AAA assays, its relative expression was quantitated in triplicate by subjecting 20 μg of protein from each overexpressing cell line to SDS-PAGE in a 10% tris-glycine polyacrylamide gel. Following transfer to PVDF for 90 min at 30 V, the membrane was blocked overnight at 4°C in 5% nonfat dry milk, washed for 30 min in 0.1% Tween, and probed overnight with anti-aromatase primary antibody (1:2500). The next day, the membrane was again washed for 30 min, and probed with HRP-conjugated goat anti-rabbit antibody (1:7500) for 1 h at ambient temperature. Following another 30 min wash, the blot was incubated with SuperSignal West Femto Maximum Sensitivity Substrate per the manufacturer instructions and imaged on a ChemiDoc Imager (BioRad, Hercules, CA). Image J software (NIH, Bethesda, MD) was used to measure band density while Ponceau staining was used to validate even loading between lanes.

2.3.4 Anti-aromatase activity assays.

Per 50-μl reaction in PBS (pH 7.4), 5 μM androstenedione, a NADPH regeneration system (1.55 mM NADP+, 3.3 mM glucose-6-phosphate, 3.3 mM MgCl2, 0.5 μl of 40 U/ml glucose-6-phosphate dehydrogenase), and 15 μg of microsomes from HEK293 overexpressing wildtype or variant aromatase were individually incubated with varying concentrations of each
steroid. Organic solvent comprised < 1% of the total volume of each enzymatic incubation, which proceeded at 37°C for 2 h. Reactions were terminated with 50 μl of ice cold acetonitrile and centrifuged at 4°C for 15 min at 13,200 g. Supernatants were collected and spiked with 50 ng of estrone-2,3,4-13C3 as an internal standard. An incubation with microsomes derived from non-transfected HEK293 was also performed to serve as a negative control. Aromatization catalyzed by wildtype or variant aromatase was likewise monitored in the presence of vehicle rather than EXE or compounds from the reference library to reflect maximal uninhibited estrone formation. Estrone was measured using a novel 6-minute direct detection UPLC/MS/MS method on the Waters Acquity platform using m/z transitions 271.17→133.09 as a marker for estrone and 274.15→162.00 for estrone-2,3,4-13C3. Mobile phase (57% methanol in 0.1% formic acid) was infused isocratically from 0-4 min at a flow rate of 0.4 ml/min. The column was then washed with methanol for 1 min followed by 1 min of re-equilibration with mobile phase. Cone and collision voltages were set at 35 V and 20 V, respectively. Dwell time for both compounds was 0.1 s. IC50 values from incubations with wildtype aromatase were calculated for each compound in GraphPad Prism 6 (La Jolla, CA). One-way ANOVA was used to compare the IC50 value for EXE incubated with wildtype aromatase with IC50 values for EXE incubated with overexpressed aromatase allozymes.

2.3.5 Exemestane metabolite identification

A 50-μl incubation containing 50 μg of HLM in PBS (pH 7.4), 400 μM EXE, and an NADPH regeneration system was placed in a 37°C water bath for 4 h before termination with 50 μl of cold acetonitrile. After a 15-min refrigerated centrifugation at 13,200 g, the supernatant was examined for phase I EXE metabolites. A 10-min UPLC method was used to separate and
detect EXE and the ten other reference compounds through multiple reaction monitoring with positive mode electrospray ionization on a Waters ACQUITY UPLC/MS/MS system (Milford, MA). The 1.7 μm ACQUITY UPLC BEH C18 column (2.1 mm x 50 mm, Ireland) used for these analyses was protected by a 0.2 μm in-line filter. The UPLC gradient conditions used (Table 2-1) have previously been described in the literature [282]. The fragmentation characteristics and retention time of suspected metabolite peaks were compared to compounds from the reference library.

Table 2-1. UPLC conditions for detection of phase I EXE metabolites [282].

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>% A (^a)</th>
<th>% B</th>
<th>% C</th>
<th>Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial</td>
<td>70</td>
<td>20</td>
<td>10</td>
<td>initial</td>
</tr>
<tr>
<td>0.5</td>
<td>70</td>
<td>20</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>60</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>9.5</td>
<td>0</td>
<td>90</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>20</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\)Mobile phase A, 0.1% formic acid; mobile phase B, 100% methanol; mobile phase C, 100% acetonitrile. Flow rate = 0.4 mL/min.
2.4 RESULTS AND DISCUSSION

2.4.1 Wildtype aromatase inhibition by EXE and its metabolites

A reference library of purified androgens was assayed for *in vitro* inhibition of wildtype aromatase by monitoring estrone formation (Figure 2-2). In the present study, EXE (IC$_{50}$ = 0.92 ± 0.17 μM) and its major metabolite 17β-DHE (IC$_{50}$ = 4.3 ± 0.56 μM) were potent and moderate inhibitors of aromatase, respectively. These results agree with an earlier study which found that 17β-DHE was approximately 2.6-fold less potent than EXE [268]. Manufacturer data also references the diminished potency of C6-oxidized or C17-reduced EXE derivatives [108]. Interestingly, the epoxide 6α-spirooxiranandrosta-1,4-diene-3,17-dione was the most potent EXE analog assayed (IC$_{50}$ = 1.2 ± 0.19 μM), exhibiting nearly 5-fold greater potency than its 6β stereoisomer (IC$_{50}$ = 5.7 ± 1.6 μM). 17α-DHE and three additional compounds exhibited negligible aromatase inhibition with IC$_{50}$ values exceeding 100 μM (Figure 2-3). According to Buzzetti et al. (1993), 6-HME was 21-fold less potent than EXE [268]. However, we measured 6-HME as 67-fold less potent (IC$_{50}$ = 61 ± 20 μM) perhaps due to methodological differences. The remaining androgens assayed were 4 to 8-fold less potent than EXE (IC$_{50}$ = 3.3-7.1 μM). In keeping with the observations of Buzzetti et al., non-epoxide C6-oxidized metabolites exhibited minimal AAA [268].

![Figure 2-2: Chromatograms showing estrogen detection. Left, estrone; right, estrone-2,3,4-$^{13}$C3 internal standard.](image)
**Figure 2-3:** Chemical structures of species included in the synthesized reference library of EXE analogs. % purity is provided for each compound. Mass transitions used for UPLC/MS/MS-based detection are listed, as well as IC$_{50}$ values for wildtype aromatase as determined by anti-aromatase activity assay.

### 2.4.2 Impact of nonsynonymous polymorphisms on EXE potency

IC$_{50}$ values describing EXE-mediated aromatase inhibition did not significantly differ (p = 0.71) between wildtype enzyme (0.92 ± 0.17 μM), aromatase$^{\text{Thr201Met}}$ (0.86 ± 0.12 μM), and aromatase$^{\text{Arg264Cys}}$ (0.97 ± 0.09 μM) in AAA assays normalized for relative aromatase expression.
(Figure 2-4). Many aromatase polymorphisms exist, but data regarding the functional significance of variant alleles on human health is inconsistent [76, 113, 285]. The prevalence of the Thr201Met allele is estimated as 5% in Caucasians and African Americans while the frequency of the Arg264Cys allele is 2.5% and 22.5% in Caucasian and African Americans, respectively [113]. One study of variant aromatase found that enzyme activity strongly correlated with expression levels in transiently transfected COS-1 and further concluded that any differences from wildtype in the overall activity of the Thr201Met and Arg264Cys allozymes are likely mediated by differential expression [113].

**Figure 2-4:** Relative quantification of overexpressed wildtype and variant aromatase in HEK293 microsomes by Western blotting. (A) Lane 1, wildtype aromatase; lane 2, aromatase^{Thr201Met}; lane 3, aromatase^{Arg264Cys}. (B) Ponceau total protein staining for aromatase normalization.
2.4.3 EXE metabolite identification

17β-DHE, 6-HME, 6α/β-hydroxy-6α/β-hydroxy-methylandrosta-1,4-diene-3,17-dione, and 6α/β,17β-dihydroxy-6α/β-hydroxymethyl-androsta-1,4-diene-3-one were identified in incubations of EXE with pooled human liver microsomes through comparison to reference compounds (Figure 2-5). Although we found four EXE metabolites, an in vitro study of EXE metabolism by Kamdem et al. detected six peaks corresponding to putative metabolites [277]. Our assay was not designed to identify phase II metabolites suggesting that the two additional peaks observed in the previous study may correspond to conjugated metabolites, such as the 17β-DHE-glucuronide produced by UGT2B17 [115]. Considering their low abundance and limited capacity to inhibit aromatase, the three C6-oxidized metabolites detected are unlikely to contribute to the overall pharmacology of EXE in vivo. However, these results show that 17β-DHE is not only the predominant EXE metabolite formed in human liver microsomes, but also capable of inhibiting aromatase with moderate potency suggesting that it may make clinically relevant contributions to the overall response to EXE in women with ER+ breast cancer [282]. However, additional studies are needed to discern the relevance of these findings to the clinical outcomes of EXE-treated postmenopausal women.
Figure 2-5: Identification of EXE metabolites in human liver microsomes. EXE metabolite profile was examined after a 4 h incubation of pooled mixed gender human liver microsomes with EXE (n = 50). Peak 1, 6α/β,17β-dihydroxy-6α/β-hydroxymethylandrosta-1,4-diene-3-one; peak 2, 6α/β-hydroxy-6α/β-hydroxymethylandrosta-1,4-diene-3,17-dione; peak 3, 6-HME; peak 4, EXE; peak 5, 17β-DHE.
CHAPTER THREE

Impact of nonsynonymous single nucleotide polymorphisms on in vitro metabolism of exemestane by hepatic cytosolic reductases

*A version of this chapter has previously been published:
3.1 INTRODUCTION

This chapter describes EXE metabolite production by human liver cytosol, as well as five purified hepatic ketosteroid reductases. Wildtype enzyme kinetics data is presented to gauge the potential contribution of each enzyme to the drug’s overall metabolism via production of its major metabolite, 17β-DHE. Common enzyme variants were also assayed to assess the impact of nonsynonymous polymorphisms on affinity for EXE substrate and metabolite production.

3.2 BACKGROUND

Modification of the steroid scaffold at C17 is a well-documented phenomenon central to the regulation of human steroid hormone potency [286]. One early study predicted that EXE, like many steroids, is vulnerable to phase I metabolism at the carbonyl group occupying this position [268]. Carbonyl-reducing enzymes catalyze similar reactions despite contributions from two distinct protein phylogenies: the AKR and short-chain dehydrogenase/reductase (SDR) superfamilies [287]. These enzymes play a prominent role in endogenous steroid metabolism by transforming ketosteroids into hydroxysteroid alcohols, altering their ligand affinities and rendering them available for conjugative reactions with phase II enzymes, such as the uridine diphosphoglucuronosyl transferases [288]. Reduction of EXE at C17 to form a reactive beta hydroxyl has been confirmed and is known to facilitate additional metabolism by UGT2B17 and ultimately, excretion [115].

In total, 12 NADP(H)-dependent enzymes from the AKR and SDR superfamilies are believed to participate in carbonyl-containing xenobiotic reduction [287]. Of these enzymes, AKR1C1, 1C2, 1C3, and 1C4 (termed AKR1C1–4) as well as CBR1 are soluble, hepatically expressed and active against ketosteroids. Thus, it stands to reason that these reductases may be
responsible for functionalizing the C17 carbonyl group of EXE to produce the 17β-DHE metabolite in human liver cytosol [287]. Numerous nonsynonymous polymorphisms have been described in hepatic xenobiotic-metabolizing enzymes, including the AKRs [289]. Naturally occurring variations in enzymes active in EXE metabolism could lead to differential metabolite production between individuals, potentially altering the overall duration of exposure to antiestrogen therapy in vivo and thus, clinical outcomes. The present study aims to clarify the metabolic pathway of EXE by identifying cytosolic hepatic reductases active in its biotransformation as well as any phase I metabolites produced. For the first time, the functional consequences of common polymorphisms on reductase-mediated production of the active metabolite, 17β-DHE, are also explored.

3.3 MATERIALS AND METHODS

3.3.1 Chemicals and materials

The 4-androstene-3,17-dione, boldenone, and testosterone used in EXE and 17-DHE synthesis were purchased from Hangzhou DayangChem Co. (Hangzhou, Zhejiang, China). All other reagents used in steroid synthesis were ACS grade or higher and purchased from Sigma-Aldrich (St Louis, Missouri, USA), Tokyo Chemical Industry Co. (Tokyo, Japan), or Thermo Fisher Scientific (Waltham, Massachusetts, USA). Thin-layer chromatography plates from Bonna-Agela Technologies Inc. (Wilmington, Delaware, USA) and silica columns from Yamazen Corp. (Osaka, Japan) were used for purification following synthesis. Codon-optimized pQE-T7 overexpression plasmids for wildtype AKR1C1–4 as well as CBR1 were purchased from Qiagen (Germantown, Maryland, USA). The QuikChange II Site-Directed Mutagenesis Kit that was used to make variant reductase expression vectors was acquired from Agilent (Santa
Clara, California, USA). Oligonucleotides to prime site-directed mutagenesis were manufactured by Integrated DNA Technologies (Coralville, Iowa, USA). Kanamycin, chlorophenicol, isopropyl β-D-1-thiogalactopyranoside, and imidazole were obtained from Sigma-Aldrich. Pooled human liver cytosol collected from 50 individuals was procured from XenoTech (Lenexa, Kansas, USA). 86% of the human liver cytosol donors were Caucasian, whereas 4 and 10% were African American or Hispanic, respectively. The NADPH regeneration system used for activity assays was purchased from Corning (Corning, New York, USA). B-PER complete protein extraction reagent, Halt EDTA-free protease inhibitor cocktail, Ni-NTA affinity purification columns, and Slide-a-Lyzer G2 dialysis cassettes (10 kDa MWCO) were purchased from Thermo Fisher Scientific. All solvents used for mass spectrometry were LC/MS grade and also obtained from Thermo Fisher Scientific. Luria broth base and 4–20% tris-glycine gels for SDS-PAGE were acquired from Invitrogen (Carlsbad, California, USA). The BCA protein assay and silver staining kits used in protein purity assessment were purchased from Pierce (Rockford, Illinois, USA).

3.3.2 Synthesis of exemestane and 17-dihydroexemestane

EXE, 17α-DHE, and 17β-DHE were synthesized on site at Washington State University to a purity of greater than 99%. EXE and 17-DHE were prepared and authenticated in accordance with published methods [76, 268, 283]. A Yamazen AI-580s flash chromatography system was used to purify each compound following synthesis. Purity was determined by PDA spectrum (210–400 nm) on an Acquity I Class UPLC platform from Waters (Milford, Massachusetts, USA). Before resuspension in ethanol and storage at −80°C, the structure of each steroid was verified by reviewing nuclear magnetic resonance spectra recorded on a Bruker
AV300 instrument (Billerica, Massachusetts, USA) with the kind permission of the Department of Chemistry at Gonzaga University (Spokane, Washington, USA).

### 3.3.3 Identification of nonsynonymous polymorphisms

Functional polymorphisms for the AKR1C subfamily and CBR1 were derived from the National Center for Biotechnology Information (NCBI) Variation Viewer using filters to search dbSNP and dbVar for any missense or nonsense gene variants arising from single nucleotide variations, insertions, deletions, or frameshifts [290]. For the purpose of this study, common functional polymorphisms were those detected at a minor allele frequency (MAF) of greater than 1% in the human population according to the 1000 Genomes Project or GO-ESP datasets. Data on interethnic differences in MAF for common ketosteroid reductase variants identified were extracted from NCBI’s 1000 Genomes Browser and organized into Table 3-1.
Table 3-1: Interethnic differences in the incidence of common AKR1C variants [282].

<table>
<thead>
<tr>
<th>Variant Enzyme</th>
<th>NCBI dbSNP Identifier</th>
<th>South Asian MAF</th>
<th>European MAF</th>
<th>African MAF</th>
<th>Hispanic MAF</th>
<th>East Asian MAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKR1C2 Phe46Tyr</td>
<td>rs2854482</td>
<td>0.0235</td>
<td>0.0368</td>
<td>0.1831</td>
<td>0.0231</td>
<td>0.0069</td>
</tr>
<tr>
<td>AKR1C3 His5Gln</td>
<td>rs12529</td>
<td>0.3395</td>
<td>0.5954</td>
<td>0.5431</td>
<td>0.4553</td>
<td>0.1389</td>
</tr>
<tr>
<td>AKR1C3 Glu77Gly</td>
<td>rs11551177</td>
<td>0.0174</td>
<td>0.0825</td>
<td>0.028</td>
<td>0.0663</td>
<td>0.001</td>
</tr>
<tr>
<td>AKR1C3 Lys104Asn</td>
<td>rs12387</td>
<td>0.1759</td>
<td>0.1481</td>
<td>0.1263</td>
<td>0.1916</td>
<td>0.1379</td>
</tr>
<tr>
<td>AKR1C3 Pro180Ser</td>
<td>rs34186955</td>
<td>0.0082</td>
<td>0.0308</td>
<td>0</td>
<td>0.0058</td>
<td>0</td>
</tr>
<tr>
<td>AKR1C3 Arg258Cys</td>
<td>rs62621365</td>
<td>0.002</td>
<td>0.003</td>
<td>0</td>
<td>0.1225</td>
<td>0.0724</td>
</tr>
<tr>
<td>AKR1C4 Gly135Glu</td>
<td>rs11253043</td>
<td>0</td>
<td>0</td>
<td>0.0953</td>
<td>0.013</td>
<td>0</td>
</tr>
<tr>
<td>AKR1C4 Ser145Cys</td>
<td>rs3829125</td>
<td>0.1115</td>
<td>0.1203</td>
<td>0.025</td>
<td>0.2017</td>
<td>0.1111</td>
</tr>
<tr>
<td>AKR1C4 Leu311Val</td>
<td>rs17134592</td>
<td>0.1094</td>
<td>0.1203</td>
<td>0.025</td>
<td>0.2017</td>
<td>0.1111</td>
</tr>
</tbody>
</table>

3.3.4 Recombinant protein production

Overexpression vectors encoding common variant ketosteroid reductases (MAF > 0.01) were created from wildtype AKR1C and CBRI plasmids by site-directed mutagenesis. Oligonucleotide sequences used to prime mutagenesis are provided in the Table 3-2. Each expression vector was transformed into chemically competent BL21. Transformants were grown on kanamycin selection plates and confirmed by Sanger sequencing. Isolated bacterial colonies were scraped into 150 ml Luria broth supplemented with 7.5 mg kanamycin and 3.75 mg
chlorophenicol and grown at 37°C for 16 h in a table-top shaker with gentle aeration (200 rpm). A total of 750 ml fresh Luria broth containing 37.5 mg kanamycin and 18.75 mg chlorophenicol was inoculated with 120 ml of the overnight culture and grown for an additional 1.75 h to reach log-phase growth. Protein expression was induced by the addition of 0.5 mmol/l isopropyl β-D-1-thiogalactopyranoside, followed by 3 h of growth at 37°C. BL21 were pelleted by centrifugation and lysed with 25 ml B-PER complete with an EDTA-free protease inhibitor cocktail.
Table 3-2: Oligonucleotides used in the creation of variant ketosteroid reductase overexpression vectors by site-directed mutagenesis [282]. Top, sense oligonucleotide sequence; bottom, antisense oligonucleotide sequence.

<table>
<thead>
<tr>
<th>AKR1C Polymorphism</th>
<th>5' → 3' Oligonucleotide Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKR1C2 Phe46Tyr</td>
<td>actggcaattgaagcaggtatcategtct</td>
</tr>
<tr>
<td></td>
<td>cgtatcaatatgatagagtgctgct</td>
</tr>
<tr>
<td>AKR1C3 His5Gln</td>
<td>cattcagtttcacgcactgttggttatcttgtctca</td>
</tr>
<tr>
<td></td>
<td>tgaacaggatgcaaaacaaagcgttgaaatgag</td>
</tr>
<tr>
<td>AKR1C3 Glu77Glu</td>
<td>tgctgtataaaaaatatctccgcttttaacgtgccttcatactgcctgtttctgagatagacgagat</td>
</tr>
<tr>
<td></td>
<td>gatgggtacggtgaaagcggagatatatccacacatgttcctgagcttcataccagca</td>
</tr>
<tr>
<td>AKR1C3 Pro180Ser</td>
<td>cggtitatatatatccagacaccttttacagcagttcagagcagat</td>
</tr>
<tr>
<td></td>
<td>atctcgtcttggaatgtttctgaagataaatgtgctgctgtctgaaatccagcagat</td>
</tr>
<tr>
<td>AKR1C3 Arg258Cys</td>
<td>cgttgcagctgataacagtgcaatcagtgcctgc</td>
</tr>
<tr>
<td></td>
<td>ggcactgtgagctgtcaagataagctgtgacgagat</td>
</tr>
<tr>
<td>AKR1C4 Gly135Glu</td>
<td>atcaaggtgtacaaaataacttttcttcatctctttcgccagcggtgat</td>
</tr>
<tr>
<td></td>
<td>caccgcttgtgagatgaaatgagataaaaaggtgctgtctgaaatccagcagat</td>
</tr>
<tr>
<td>AKR1C4 Ser145Cys</td>
<td>cactggccaaaaataaaacggagata</td>
</tr>
<tr>
<td></td>
<td>tcagttgggttgcaagttttttgata</td>
</tr>
<tr>
<td>AKR1C4 Leu311Val</td>
<td>aattatcgttattggttctgagatgtttt</td>
</tr>
<tr>
<td></td>
<td>cggagcagactcatcataaatcatactca</td>
</tr>
</tbody>
</table>

Polyhistidine-tagged recombinant protein was bound to Ni-NTA resin and then affinity purified through the sequential addition of increasing concentrations of imidazole suspended in PBS, pH 7.4. Purification columns were initially equilibrated with wash buffer containing 50 mmol/l NaH$_2$PO$_4$, 300 mmol/l NaCl, and 10 mmol/l imidazole, pH 8.0. Each bacterial lysate was mixed with equilibration buffer 1:1, loaded onto a dedicated column, and allowed to drain by gravity. Columns were incubated at room temperature for 30 min to promote maximum protein binding. Columns were then successively washed with 20, 60, 100, and 250 mmol/l imidazole. Each imidazole wash was allowed to drain from the resin bed completely by gravity. Flow-through was discarded. Recombinant enzyme was eluted using 500 mmol/l imidazole wash buffer. Dialysis was performed against PBS for 12 h at 4°C. PBS was changed 90 min after...
initiating dialysis and then again after 3 h to ensure complete removal of imidazole before use in kinetic assays. A total of 750 ng of each enzyme was subjected to SDS-PAGE on 4–20% tris-glycine polyacrylamide gel and found to be greater than 80% pure by silver staining (Figure 3-2).

![Silver staining of purified recombinant reductases. Panel (A), AKR1C1; lane 1, AKR1C2; lane 2, AKR1C3; lane 3, AKR1C4; lane 4. Panel (B), CBR1; lane 1 [282].](image)

**Figure 3-1:** Silver staining of purified recombinant reductases. Panel (A), AKR1C1; lane 1, AKR1C2; lane 2, AKR1C3; lane 3, AKR1C4; lane 4. Panel (B), CBR1; lane 1 [282].

### 3.3.5 Metabolite identification

EXE-derived metabolites were identified in 18 h enzymatic incubations with 200 μmol/l EXE in PBS, pH 7.4, at 37°C. Each 50 µl incubation was supplemented with the NADPH regeneration system (1.55 mmol/l NADP+, 3.3 mmol/l glucose-6-phosphate, 3.3 mmol/l MgCl₂, 0.5 µl of 40 U/ml glucose-6-phosphate dehydrogenase) and included 7.5 µg pooled human liver cytosol or 1.5 µg of recombinant wildtype reductase. Overnight incubations with 200 μmol/l 17β-DHE and 17α-DHE were also performed under the same conditions to assess the
reversibility of EXE reduction. Following termination with ice-cold acetonitrile, each incubation was centrifuged at 4°C for 15 min at 13,200 g. Supernatant was collected and analyzed by ultra-pressure liquid chromatography coupled with tandem mass spectrometry using an ACQUITY UPLC/MS/MS system (Waters; Milford, Massachusetts) equipped with a protective 0.2 μm inline filter in series with a 1.7 μm ACQUITY UPLC BEH C18 column (2.1 × 50 mm; Waters). The UPLC conditions used in these analyses are detailed in Table 2-1. Each supernatant was initially screened for the presence of EXE metabolites using UPLC/MS and electrospray ionization to detect positively charged molecular ions with m/z ranging from 100 to 450. To confirm the identity of peaks observed in the comprehensive scan, a second targeted UPLC/MS/MS scan was performed using mass transitions m/z 297.34→185.07, 299.14→135.07, and 299.20→135.13 to monitor EXE, 17α-DHE, and 17β-DHE, respectively. Desolvation temperature was 500°C with 800 l/h nitrogen gas used for drying. Collision energy was optimized at 25 V for EXE and 20 V for 17-DHE. A cone voltage of 25 V and 0.01 s dwell time resulted in high-sensitivity detection of all three compounds. Retention times of metabolites observed in the enzymatic incubations were compared with EXE metabolite standards.

3.3.6 Enzyme kinetic assays

Varying concentrations of EXE (0.5–400 μmol/l) were included as substrate for reductase-mediated DHE production in 2-h incubations. Each reaction was performed in PBS, pH 7.4, at 37°C in the presence of an NADPH regeneration system. Recombinant AKR1C protein of 1000 ng was used per reaction, whereas 250 ng recombinant CBR1 was used to avoid substrate depletion, which would have precluded Michaelis–Menten modeling. Similar
incubations were performed using 5 μg pooled human liver cytosol (HLC) in 90 min incubations. Protein concentration and incubation length fell within the linear range of reaction velocity curves for EXE reduction (data not shown). All reactions were terminated with cold acetonitrile, centrifuged at 4°C for 15 min at 13,200 g, and then dried for 2 h at ambient temperature. 20 μl of water/acetonitrile (1:1) was used to ensure complete resuspension before analysis. The formation of 17β-DHE was monitored using the UPLC/MS/MS method described above and quantified against a reference curve of known concentrations.

3.3.7 Statistical analysis

Kinetic parameters were determined according to the Michaelis–Menten equation using GraphPad Prism 6 software (GraphPad Software Inc., San Diego, California, USA). $V_{\text{max}}$ values derived from kinetic assays were normalized to account for recombinant protein purity and expressed as picomoles/min/mg. All reported values represent the results of independent assays run in triplicate. The activity of each variant enzyme was compared with its respective wildtype using Student’s t-test or one-way analysis of variance supplemented with Sidak’s test for multiple comparisons, as appropriate. A two-tailed $p$ value of less than 0.05 was considered the threshold for statistical significance.

3.4 RESULTS AND DISCUSSION

3.4.1 Identification of cytosolic exemestane metabolites

The predominant metabolite formed in overnight incubations of EXE with pooled human liver cytosol was 17β-DHE, although a lesser amount of 17α-DHE was also detected (Fig. 3-3). When presented with 17α-DHE or 17β-DHE as a substrate, neither exemestane nor secondary
metabolite formation was observed in HLC incubations (data not shown). Recombinant AKR1C4 and CBR1 catalyzed the reduction of EXE to both stereoisomers of DHE, whereas only 17β-DHE formation was mediated by AKR1C1–3.

**Figure 3-2:** Identification of EXE metabolites in overnight incubations. Panel (A), Mixed gender liver cytosol pooled from 50 human donors; panel (B), AKR1C1; panel (C), AKR1C2; panel (D), AKR1C3; panel (E), AKR1C4; and panel (F), CBR1. Peak 1, Exemestane; peak 2, 17β-dihydroexemestane; peak 3, 17α-dihydroexemestane [282].

### 3.4.2 Kinetic analysis of 17β-dihydroexemestane formation

Assays monitoring the reduction of EXE to 17β-DHE by purified wildtype protein suggest that AKR1C4 has the highest affinity for EXE ($K_M = 9.7 \pm 1.9 \mu\text{mol/l}$) followed by AKR1C3, AKR1C2, AKR1C1, and CBR1 with $K_M$ values of 12.3 ± 1.1, 16.4 ± 0.6, 35.3 ± 3.8, and 265 ± 21 μmol/l, respectively. The apparent $K_M$ for HLC was established to be 55.7 ± 1.9 μmol/l (results not shown). Representative plots of 17β-DHE formation versus EXE substrate
concentration are shown in Figure 3-4. The formation of 17β-DHE catalyzed by pooled HLC proceeded at a maximum rate of 21 ± 4.8 pmol/min/mg. The observed $V_{\text{max}}$ was similar for AKRs 1C1, 1C2, and 1C3 (71.1 ± 1.5, 84.2 ± 15.6, and 83.3 ± 15.4 pmol/min$^{-1}$/mg$^{-1}$, respectively). CBR1 reduced EXE about 11- to 13-fold faster than AKRs 1C1, 1C2 or 1C3 with an observed $V_{\text{max}}$ of 928 ± 244 pmol/min$^{-1}$/mg$^{-1}$. The $V_{\text{max}}$ for AKRs 1C1, 1C2, and 1C3 was about 31- to 36-fold higher than that of AKR1C4 (83.3 ± 15.4 vs. 2.3 ± 0.6 pmol/min$^{-1}$/mg$^{-1}$). Intrinsic clearance as calculated by $V_{\text{max}}/K_M$ was highest for AKR1C3 (6.8), followed closely by AKR1C2 (5.1), CBR1 (3.5) and AKR1C1 (2.0). Recombinant AKR1C4 (0.24) showed the lowest overall activity of wildtype enzymes assayed (Table 3-4).

![Figure 3-3](image)

**Figure 3-3:** Representative kinetics curves for the reduction of EXE to 17β-DHE. Panel (A), pooled human liver cytosol; panel (B), AKR1C1; panel (C), AKR1C2; panel (D), AKR1C3; panel (E), AKR1C4; and panel (F), CBR1 [282].
Table 3-3: Kinetic analysis of wildtype and variant ketosteroid reductases active against EXE [282].

<table>
<thead>
<tr>
<th>Reductase enzyme or variant</th>
<th>NCBI dbSNP Identifier</th>
<th>1000 Genomes Project (MAF)</th>
<th>GO-ESP (MAF)</th>
<th>$K_M$ (μM)</th>
<th>$V_{max}$ (picomoles·min$^{-1}$·mg$^{-1}$)$^a$</th>
<th>CLINT (nl·min$^{-1}$·mg$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt AKR1C1</td>
<td></td>
<td></td>
<td></td>
<td>35.3 ± 3.8</td>
<td>71.1 ± 1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>wt AKR1C2</td>
<td></td>
<td></td>
<td></td>
<td>16.4 ± 0.6</td>
<td>84.2 ± 15.6</td>
<td>5.1</td>
</tr>
<tr>
<td>AKR1C2</td>
<td>rs2854482</td>
<td>0.0649</td>
<td>0.07</td>
<td>13.5 ± 2.8</td>
<td>105.1 ± 6.3</td>
<td>7.8</td>
</tr>
<tr>
<td>wt AKR1C3</td>
<td></td>
<td></td>
<td></td>
<td>12.3 ± 1.1</td>
<td>83.3 ± 15.4</td>
<td>6.8</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>rs12529</td>
<td>0.4203</td>
<td>0.43</td>
<td>17.9 ± 2.9</td>
<td>3.8 ± 0.1$^*$</td>
<td>0.21</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>rs11551177</td>
<td>0.0367</td>
<td>0.0503</td>
<td>13.9 ± 2.2</td>
<td>1.9 ± 0.2$^*$</td>
<td>0.14</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>rs12387</td>
<td>0.1518</td>
<td>0.1569</td>
<td>16.8 ± 1.0</td>
<td>6.4 ± 0.3$^*$</td>
<td>0.38</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>rs34186955</td>
<td>0.0086</td>
<td>0.0117</td>
<td>11.2 ± 3.1</td>
<td>3.6 ± 0.6$^*$</td>
<td>0.32</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>rs62621365</td>
<td>0.0325</td>
<td>0.001</td>
<td>75.8 ± 19.9$^*$</td>
<td>2.3 ± 0.1$^*$</td>
<td>0.03</td>
</tr>
<tr>
<td>wt AKR1C4</td>
<td></td>
<td></td>
<td></td>
<td>9.7 ± 1.9</td>
<td>2.3 ± 0.6</td>
<td>0.24</td>
</tr>
<tr>
<td>AKR1C4</td>
<td>rs11253043</td>
<td>0.027</td>
<td>0.0278</td>
<td>311.4 ± 75.7$^*$</td>
<td>19.1 ± 4.2$^*$</td>
<td>0.06</td>
</tr>
<tr>
<td>AKR1C4</td>
<td>rs3829125</td>
<td>0.1028</td>
<td>0.1143</td>
<td>9.6 ± 2.4</td>
<td>5.9 ± 1.1</td>
<td>0.61</td>
</tr>
<tr>
<td>AKR1C4</td>
<td>rs17134592</td>
<td>0.1024</td>
<td>0.1143</td>
<td>11.9 ± 2.0</td>
<td>6.3 ± 0.8</td>
<td>0.53</td>
</tr>
<tr>
<td>CBR1</td>
<td></td>
<td>265 ± 21</td>
<td>928 ± 244</td>
<td></td>
<td>3.50</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ All $V_{max}$ values were normalized to reflect the purity of recombinant enzymes assayed. * Denotes that a variant exhibited statistically significant deviations ($p < 0.001$ in all cases) from the activity of its respective wildtype (wt).

### 3.4.3 Impact of functional polymorphisms on exemestane reduction

Screening the NCBI Variation Viewer for cytosolic ketosteroid reductase variants prevalent at 1% or greater yielded a single nonsynonymous polymorphism for AKR1C2, as well...
as three common variants in AKR1C4. Although six AKR1C3 allelic variants were identified, only five underwent kinetic screening to characterize 17β-DHE formation. AKR1C3^{Glu36Term} (rs1804062) was excluded as it encodes a truncated protein lacking functional cofactor and substrate-binding domains. No polymorphisms matching our search criteria were detected for AKR1C1 or CBR1. $K_M$ and $V_{max}$ values were comparable between AKR1C2 and AKR1C2^{Phe46Tyr} (Table 3-4). Wildtype AKR1C3 showed affinity for EXE similar to its variants His5Gln, Glu77Gly, Lys104Asn, and Pro180Ser. However, AKR1C3^{Arg258Cys} recombinant protein had roughly six-fold lower affinity for EXE ($K_M = 12.3 \pm 1.1$ vs. $75.8 \pm 19.9 \mu mol/l$).

Furthermore, all AKR1C3 functional variants assayed showed markedly decreased velocity of EXE reduction, leading to sizable disparities from the wildtype in intrinsic clearance. The $K_M$ was similar between wildtype AKR1C4 (9.7 $\pm$ 1.9 $\mu mol/l$) and its Ser145Cys (9.6 $\pm$ 2.4 $\mu mol/l$) and Leu311Val (11.9 $\pm$ 2.0 $\mu mol/l$) variants. The experimental $K_M$ for AKR1C4^{Gly135Glu} using EXE as a substrate (311.4 $\pm$ 75.7 $\mu mol/l$) was 32-fold higher than that of the wildtype, indicative of significantly lowered affinity resulting from amino acid substitution. No notable difference was observed in the $V_{max}$ of 17β-DHE formation between AKR1C4 and its Ser145Cys or Leu311Val allelic variants. Recombinant AKR1C4^{Gly135Glu} metabolized EXE 8-fold faster than its wildtype counterpart ($V_{max} = 19.1 \pm 4.2$ vs. $2.3 \pm 0.6$ pmol/min/mg).

### 3.4.4 Discussion of experimental results

Studies examining phase I EXE metabolism are scarce. However, the limited data available suggest that 17β-DHE is a major EXE metabolite produced by reduction of the C17 carbonyl moiety [114, 269-271]. Although the involvement of the AKR superfamily has been reported previously, specific enzymes catalyzing hepatic EXE metabolism have thus far been
unidentified [108]. The present study confirms that C17 reduction of EXE by cytosolic carbonyl reductases to yield 17β-DHE is indeed a major metabolic pathway (Figure 3-5).

**Figure 3-4:** Schematic of *in vitro* EXE metabolism by hepatic cytosolic AKR and SDR ketosteroid reductases [282].

Formation of an additional stereoisomer, 17α-DHE, was detected in concert with 17β-DHE in the current study. Oxidation of DHE to form EXE was not observed in incubations of human liver cytosol with an abundance of 17α-DHE or 17β-DHE, suggesting that biotransformation of EXE by hepatic cytosolic reductases is irreversible (data not shown). A previous study exploring the ability of 17β-DHE to impede aromatase-mediated estrogen formation concluded that 17β-DHE inhibits aromatase with potency similar to its parent compound EXE [115]. However, 17α-DHE appears to be a subsidiary phase I metabolite with no appreciable aromatase-inhibiting properties (Refer to Chapter 2). As an active EXE
metabolite, 17β-DHE may contribute toward the therapeutic mechanism of systemic estrogen deprivation and thus influence in vivo efficacy of EXE in breast cancer treatment and prevention.

Although CBR1, as well as all 1C members of the AKR superfamily reduce EXE to 17β-DHE, only AKR1C4 and CBR1 produced detectable quantities of 17α-DHE. The current literature strongly suggests that human AKR1C isoforms are remarkably functionally plastic [276]. The stereochemistry of hydroxylated AKR1C products is known to be dependent on the initial docking position of substrate in the enzyme active site [291, 292]. Accommodation of multiple modes of substrate binding enables distinct hydroxysteroid products to be enzymatically derived from a single ketosteroid precursor, possibly explaining the production of both 17-DHE stereoisomers from parent EXE [276, 291, 292]. Furthermore, it has been reported that AKR1C4 reduces tibolone to both 3α-hydroxytibolone and 3β-hydroxytibolone in vitro using a single active site [291]. The same study suggests that AKR1C4 interconverts the two stereoisomers showing dual oxidoreductase and epimerase activities [291]. Whether the production of 17α-DHE by recombinant AKR1C4 in the present study is attributable to the innate promiscuity of the active site or epimerase activity is unknown.

Wildtype AKRs 1C2, 1C3, and 1C4 show similar affinity for EXE, whereas AKR1C1, which functions primarily as a 20-ketosteroid reductase, showed the lowest affinity of the AKRs assayed [293]. CBR1, a SDR, showed the lowest overall affinity for EXE, but catalyzed 17β-DHE formation much more rapidly (11–403-fold) than recombinant AKR1C enzymes. The kinetic mechanism of AKRs is strictly ordered with NADP(H) cofactor binding before docking of substrate and dissociating only after its release [294-296]. Cofactor release as well as substrate reduction are believed to be the primary determinants of overall catalytic rate [297].
However, the kinetic mechanism of CBR1 may differ from that of the AKRs, which could account for the accelerated rate of CBR1-mediated EXE reduction.

Although our *in vitro* data suggest that intrinsic clearance of EXE is highest for AKR1C3 followed by AKR1C2 > CBR1 > AKR1C1 ≃ AKR1C4, the *in vivo* contribution of each enzyme toward hepatic EXE metabolism is likely influenced by substrate availability, as well as relative expression. Although CBR1 produces 17β-DHE quickly *in vitro*, it has low affinity for EXE ($K_M = 265 \pm 21 \mu\text{mol/l}$), implying that it may play a lesser role at therapeutic doses administered to patients. AKRs 1C1–4, in contrast, show much higher affinity for EXE, with $K_M$ values ranging from 9.7 ± 1.9 to 35.3 ± 3.8 μmol/l. Quantitative reverse transcription-PCR data by Penning and colleagues suggest that transcripts encoding each AKR1C isoform are abundant and equally expressed in the human liver, the principal site of EXE metabolism [108, 276]. AKR1C1–3 are also well expressed in breast tissue, which is a primary site of estrogen synthesis in postmenopausal women [79, 276]. These findings allude to the potential contributions of soluble AKR1C carbonyl reductases in converting a potent AI into the active metabolite, 17β-DHE, *in vivo*.

Xenobiotic-metabolizing enzymes, including the AKRs, are highly polymorphic, with multiple high penetrance variants naturally found in the human populace [289]. Several AKR1C polymorphisms result in altered catalytic activity *in vitro* whereas other allelic variants are associated with an increased risk of life-threatening pathologies [298-300]. In the present study, a subset of common cytosolic reductase variants differed from their wildtype counterparts with respect to affinity for EXE as well as maximal velocity in its reduction to 17β-DHE.

AKR1C2$_{Phe^{46}Tyr}$ is similar to wildtype AKR1C2 in both affinity for the EXE substrate and maximum velocity of 17β-DHE formation. Although Bains *et al.* recorded reduction of the
anticancer drugs daunorubicin and doxorubicin comparable with the wildtype, tyrosine substitution at residue 46 decreased overall AKR1C2 activity against 1-acenaphthenol by ∼30% [301]. Takahashi et al. reported a 40% decrease in $V_{\text{max}}$ for 5α-DHT reduction relative to the wildtype enzyme [302]. These conflicting data suggest that deviations in catalytic activity could be substrate dependent. It has also been theorized that cofactor binding may be compromised in the Phe46Tyr variant, leading to reduced enzymatic activity [298]. If this is indeed the case, it is feasible that the use of supraphysiological concentrations of NADPH in the present study might mask moderately lowered cofactor affinity, resulting in similar $V_{\text{max}}$ for EXE reduction by both wildtype and polymorphic AKR1C2 protein.

The AKR1C3 variants His5Gln, Glu77Gly, Lys104Asn, and Pro180Ser have comparable affinity for EXE, but hydroxylation of the ketosteroid is sluggish compared with their wildtype counterpart, whose $\text{CL}_{\text{INT}}$ was 18–49-fold higher than that shown for the four AKR1C3 variants (Table 3-4). The Pro180Ser polymorphism occurs near α-helix 5 of the conserved ($\alpha/\beta$)$_8$-barrel conformation characteristic of the AKR superfamily and has been associated previously with decreased $V_{\text{max}}$ using daunorubicin and doxorubicin as substrates for reduction [301, 303]. As it lies in close proximity to key cofactor binding residues (Ser166, Asp167, and Glu190), it has been proposed that NADPH binding may be adversely affected, thus decreasing the overall rates of catalysis [301].

The AKR1C3$^{\text{Arg258Cys}}$ functional polymorphism is associated with a large (227-fold) decrease in $\text{CL}_{\text{INT}}$ and a marked decrease in affinity for EXE substrate relative to wildtype (12.3 ± 1.1 vs. 75.8 ± 19.9 μmol/l), possibly because of its physical proximity to tryptophan residue 227 of the substrate-binding pocket. This variant maps to α-helix 7 and is likewise near multiple residues of the cofactor binding pocket, likely explaining decreased 17β-DHE production [303].
The catalytic tetrad of AKR1C3, in turn, is comprised of amino acid residues His117, Lys84, Tyr55, and Asp50 [303]. Substitution of negatively charged glutamic acid for nonpolar glycine at amino acid 77 decreases the overall rates of EXE reduction by recombinant protein 44-fold ostensibly by altering the chemical and conformational environment near the catalytic tetrad (83.3 ± 15.4 pmol/min/mg compared with 1.9 ± 0.2 pmol/min/mg). The results of a Swedish study found that Caucasian men heterozygous for the Glu77Gly genotype had lower serum testosterone levels than wildtype homozygotes, implying that this particular polymorphism may influence the risk of androgen-dependent pathologies [304].

Our experimental results, as well as the locations of the His5Gln and Lys104Asn functional polymorphisms, suggest that significantly reduced $V_{\text{max}}$ for EXE reduction is mediated through changes in overall enzyme stability or folding rather than changes in EXE or cofactor binding. An inverse association between His5Gln and the risk of bladder cancer has been noted previously in patients of the Spanish Bladder Cancer Study [305]. If His5Gln shows decreased catalysis for substrates other than EXE, these observations may be attributable to decreased bioactivation of polyaromatic hydrocarbons by AKR1C3, thus modifying exposure to genotoxic compounds promoting tumorigenesis [305]. At this time, additional data are needed to fully explicate the role of common AKR1C3 polymorphisms in attenuating or enhancing the risk of cancer.

Although AKR1C4$^{\text{Ser145Cys}}$ showed a slightly higher $V_{\text{max}}$ compared with the wild-type (5.9 ± 1.1 vs. 2.3 ± 0.6 pmol/min/mg, respectively), it had an affinity for EXE similar to the wildtype, with $K_M$ values of 9.6 ± 2.4 and 9.7 ± 1.9 μmol/l, respectively. $V_{\text{max}}$ values for EXE reduction did not differ appreciably (6.3 ± 0.8 and 2.3 ± 0.6 pmol/min/mg), which is consistent
with a previous study concluding that the overall catalytic activity of the Ser145Cys variant is comparable with wildtype AKR1C4 using several test substrates [299].

However, the results of our current investigation contrast to previous reports describing altered catalytic activity in the common AKR1C4<sup>Leu311Val</sup> and Gly135Glu functional polymorphisms. Valine substitution at amino acid 311 results in decreased activity against several substrates including daunorubicin, 1-acenaphthenol, as well as steroids androsterone and 5β-androstane-3α, 17β-diol [299, 301]. A mutagenesis study carried out by Matsuura et al. suggests that the leucine residue 311 is involved in substrate binding at the AKR1C4 active site, and valine substitution decreased the overall activity by almost 50% for several substrates [306]. Although several nearby amino acid residues (Asn306, Ala308, and Tyr310) contribute toward substrate binding on the C-terminal loop of human AKRs, significant deviations from the wild-type in EXE substrate affinity and overall velocity of catalysis were not observed in kinetic assays monitoring 17β-DHE formation [303]. AKR1C4<sup>Gly135Glu</sup>, however, showed significantly less affinity for EXE ($K_M = 311.4 \pm 75.7$), and the maximum velocity of its reduction ($V_{\text{max}} = 19.1 \pm 4.2$ pmol/min/mg) was eight-fold faster than wildtype AKR1C4. $V_{\text{max}}$ and $K_M$ values reported previously for AKR1C4 and the Gly135Glu variant do not differ for doxorubicin, daunorubicin, and 1-acenaphthenol substrates [301]. The extent to which functional polymorphisms impact catalysis is likely a complex interplay between the unique chemistry of each substrate and the specific nature of the amino acid deviations present. Thus, discrepancies between our observations and those reported in the literature may simply reflect a substrate-dependent effect on catalysis by variant AKR1C4 proteins.

In the present in vitro study, we attempted to clarify manufacturer claims of hepatic cytosolic EXE metabolism. Two isomers of DHE, the major phase I EXE metabolite, were
identified in reactions with human liver cytosol, and five ketosteroid reductases were shown to be capable of catalyzing EXE reduction to the major metabolite 17β-DHE. Several functional polymorphisms in AKR1Cs resulted in altered rates of 17β-DHE formation compared with their respective wildtype enzymes as well as showing markedly decreased affinity for EXE substrate. However, a limitation of the present study is that the cytosolic reductases examined were not overexpressed in a mammalian cell line. Kinetic assays examining exemestane metabolism were instead performed using purified reductases. Therefore, misfolding may have occurred, which could inadvertently affect the kinetic activities observed due to differential protein stability.

Functional polymorphisms resulting in impaired reductase activity may partially underlie the varied response between individuals administered EXE by facilitating differential metabolite production. It has been suggested previously that 17β-DHE may contribute toward the overall therapeutic mechanism of its parent compound [272]. Thus, it is feasible that genetic factors affecting the conversion of EXE into its active metabolite could potentially impact circulating 17β-DHE levels, and in turn, influence overall clinical benefit. Albeit a well-established endocrine therapy, to our knowledge, this is the first time that the novel EXE metabolite 17α-DHE has been described in the literature. It is evident that many unanswered questions remain in terms of EXE metabolism, and additional unidentified metabolites may still exist. Although the involvement of CYP3A4 is known, in vitro experiments by Kamdem and colleagues suggest that the overall CYP450-mediated metabolism of EXE may include contributions by additional isoforms [108, 277]. Therefore, future studies should examine the relative contributions of major hepatic CYP450s and soluble cytosolic ketosteroid reductases to phase I metabolism of this drug. Genotype–phenotype correlative studies are also needed to determine whether functional
AKR1C polymorphisms with deviant catalytic activity in vitro are associated with drug efficacy or incidence of adverse events in patients taking EXE for breast cancer treatment or prevention.
CHAPTER FOUR

Impact of nonsynonymous single nucleotide polymorphisms on in vitro metabolism of
exemestane by hepatic cytochrome P450s

**A version of this chapter has been accepted for publication:
Peterson A, Xia Z, Chen G and Lazarus P. In vitro metabolism of exemestane by hepatic cytochrome P450s: impact of nonsynonymous polymorphisms on formation of the active metabolite 17β-dihydroexemestane.
4.1 INTRODUCTION

This chapter qualitatively and quantitatively describes the in vitro metabolism of EXE by wildtype and variant hepatic xenobiotic-metabolizing cytochrome P450s. Phase I metabolites were identified in incubations of EXE with HEK293-overexpressed cytochrome P450s. The results of enzyme kinetic assays monitoring the formation of 17β-DHE are discussed with emphasis placed on the impact of genetic variation on enzyme catalytic activity and overall EXE metabolism. Isoform-specific cytochrome P450 experiments were performed to gauge the impact of each isoform on 17β-DHE formation. These results are also reported in this chapter.

4.2 BACKGROUND

Several studies have examined the pathways involved in the metabolism of EXE. 17β-dihydroexemestane (17β-DHE) is a major metabolite found in the plasma of individuals taking EXE, and several cytosolic reductase enzymes including CBR1 and members of the AKR1C subfamily were shown to be active in its formation [114, 273, 282]. Previous studies using cytochrome P450-overexpressing baculosomes have also suggested that several CYP450s may be involved in 17β-DHE formation [277]. Aside from its abundance in clinical samples, 17β-DHE is noteworthy for its ability to inhibit aromatase (Chapter 2). The concentration of 17β-DHE relative to EXE in human plasma may vary 5-fold between individuals although the mechanisms underlying this observation have not been fully resolved [114].

It is well-established that nonsynonymous polymorphisms in genes involved in drug absorption, distribution, metabolism, and excretion (ADME) can lead to genotype-dependent variability in clinical responses for certain drugs [274]. Regarding EXE pharmacogenetics, recent in vitro enzyme kinetics assays have shown that the hepatic cytosolic enzymes CBR1 and AKR1C1-4 reduce EXE with several nonsynonymous variants in AKR1C3 and AKR1C4.
significantly altering overall 17β-DHE metabolism (Chapter 3) [282]. These observations bolster the possibility that genetically-determined differences in metabolic capacity contribute to variability in clinical responses in EXE-treated women by influencing 17β-DHE production and UGT-driven clearance.

Studies describing the impact of variant cytochrome P450 monoxygenases (CYP450s) on EXE metabolism are conspicuously absent from the literature. Xenobiotic-metabolizing members of the CYP450 family participate in the hepatic metabolism of hundreds of distinct substrates comprising approximately 75% of all currently marketed pharmaceuticals [307]. With over 2000 known genetic variants, CYP450s are highly polymorphic enzymes [308]. A subset of variant CYP450 isoforms have previously been associated with clinically significant alterations in drug metabolism and disease susceptibility as reviewed by Preissner et al. [308]. The present study seeks to deepen our understanding of phase I EXE metabolism by identifying metabolites produced by xenobiotic-metabolizing hepatic CYP450s and to quantitate the impact of common nonsynonymous variant CYP450s on formation of the active metabolite 17β-DHE.

4.3 MATERIALS AND METHODS

4.3.1 Chemicals and materials

Testosterone, boldenone, and 4-andostene-3,17-dione were purchased from Hangzhou DayangChem Co., China. All other reagents used for synthesis of exemestane and its phase I metabolites were ACS grade or higher and purchased from Thermo Fisher Scientific (Waltham, Massachusetts, US), Tokyo Chemical Industry Co. (Tokyo, Japan) or Sigma-Aldrich (St. Louis, Missouri, US). Thin-layer chromatography plates and silica columns used to purify the synthesized steroids were purchased from Bonna-Agela Technologies Inc. (Wilmington, DE,
Variant CYP450 overexpression vectors were made using a QuikChange II Site-Directed Mutagenesis Kit from Agilent (Santa Clara, California, US), as well as oligonucleotides manufactured by Integrated DNA Technologies (Coralville, Iowa, US). Negative control baculosomes, SuperScript II First-Strand Synthesis System for RT-PCR, cell culture medium, fetal bovine serum, penicillin/streptomycin, and G418 were acquired from Invitrogen (Carlsbad, California, US). Choice-Taq polymerase was purchased from Denville Scientific (Holliston, Massachusetts, US). LC/MS grade organic solvents, tris base, glycine, tetramethylethylenediamine (TEMED), ammonium persulfate (APS), sodium dodecyl sulfate (SDS), SuperSignal West Femto Maximum Sensitivity Substrate, Lipofectamine 2000, oligo(dT) primer, Pierce BCA protein assay kit, PVDF membranes, and monoclonal HRP-conjugated V5 epitope antibody (catalog # MA5-15253-HRP) were procured from Thermo Fisher Scientific (Waltham, Massachusetts, US). Nonfat dry milk used as a blocking agent for Western blotting was prepared by BioRad (Hercules, CA, US). The NADPH regeneration system included in kinetic assays was purchased from Corning (Corning, New York, US). Ampicillin, dithiothreitol (DTT), Tween 20, and acrylamide/bis-acrylamide solution were acquired from Sigma-Aldrich (St. Louis, Missouri, US). Pooled mixed gender liver microsomes from 50 human donors was obtained from XenoTech (Lenexa, Kansas, US). The ethnic composition of the pooled hepatic microsomes was 84% Caucasian, 8% Hispanic, 6% African American, and 2% Asian. (-)-N-3-benzylphenobarbital (NBP) is a product of Cypex Ltd (Dundee, United Kingdom) while all other compounds used for CYP450 isoform-specific inhibition were obtained from Sigma-Aldrich.

**4.3.2 Synthesis of exemestane and phase I exemestane metabolites**
EXE and its phase I metabolites were synthesized at Washington State University using previously published protocols [268, 282-284, 309]. A Yamazen AI-580s flash chromatography system was utilized in the purification of each compound following synthesis. Purity was estimated for each EXE derivative by PDA spectrum (210 nm-400 nm) using the Acquity I Class UPLC platform from Waters (Milford, Massachusetts, USA). With the kind permission of Gonzaga University’s Department of Chemistry (Spokane, WA), the identity of each steroid was authenticated using nuclear magnetic resonance spectra generated by a Bruker AV300 instrument (Billerica, MA, US). High resolution mass spectra were also obtained on a Waters Xevo G2-S QTof Mass Spectrometer to confirm the parity of the experimental and theoretical mass-to-charge values for each compound prior to resuspension in ethanol and storage at -80˚C.

4.3.3 Identification of nonsynonymous polymorphisms

Common nonsynonymous polymorphisms for CYP450s 1A2, 2C8, 2C9, 2C19, 2D6, 3A4, and 3A5 were identified using the National Center for Biotechnology Information (NCBI) Variation Viewer [290]. Search filters were set to simultaneously screen dbVar and dbSNP for any missense or nonsense variants caused by single nucleotide variations, deletions, insertions or frameshifts. Low incidence variants were excluded from the current study and defined as those occurring with a minor allele frequency (MAF) of < 1% according to the GO-ESP dataset or 1000 Genomes Project. Interethnic differences in the occurrence of common CYP450 variants were examined using NCBI’s 1000 Genomes Browser. These results are summarized in Table 4-1.
### Table 4-1: Interethnic differences in the incidence of common CYP450 variants.

<table>
<thead>
<tr>
<th>Polymorphism</th>
<th>NCBI dbSNP Identifier</th>
<th>1000G MAF</th>
<th>GO-ESP MAF</th>
<th>South Asian (SAS) MAF</th>
<th>European (EUR) MAF</th>
<th>African (AFR) MAF</th>
<th>Hispanic (AMR) MAF</th>
<th>East Asian (EAS) MAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2 Ser298Arg</td>
<td>rs17861157</td>
<td>0.0240</td>
<td>0.0239</td>
<td>0</td>
<td>0</td>
<td>0.0893</td>
<td>0.0029</td>
<td>0</td>
</tr>
<tr>
<td>CYP2C8 Ile269Phe</td>
<td>rs11572103</td>
<td>0.0547</td>
<td>0.0554</td>
<td>0.0123</td>
<td>0.004</td>
<td>0.1891</td>
<td>0.0115</td>
<td>0</td>
</tr>
<tr>
<td>CYP2C8 Arg139Lys</td>
<td>rs11572080</td>
<td>0.0457</td>
<td>0.0853</td>
<td>0.0297</td>
<td>0.1183</td>
<td>0.0083</td>
<td>0.0994</td>
<td>0.001</td>
</tr>
<tr>
<td>CYP2C8 Lys399Arg</td>
<td>rs10509681</td>
<td>0.0457</td>
<td>0.0854</td>
<td>0.0297</td>
<td>0.1183</td>
<td>0.0083</td>
<td>0.0994</td>
<td>0.001</td>
</tr>
<tr>
<td>CYP2C8 Ile264Met</td>
<td>rs1058930</td>
<td>0.0166</td>
<td>0.0406</td>
<td>0.0072</td>
<td>0.0577</td>
<td>0.0083</td>
<td>0.0187</td>
<td>0</td>
</tr>
<tr>
<td>CYP2C9 Arg144Cys</td>
<td>rs1799853</td>
<td>0.0479</td>
<td>0.0955</td>
<td>0.0348</td>
<td>0.1243</td>
<td>0.0083</td>
<td>0.0994</td>
<td>0.001</td>
</tr>
<tr>
<td>CYP2C9 Gln359Met</td>
<td>rs1057910</td>
<td>0.0485</td>
<td>0.0484</td>
<td>0.1094</td>
<td>0.0726</td>
<td>0.0023</td>
<td>0.0375</td>
<td>0.0337</td>
</tr>
<tr>
<td>CYP2C9 Arg150His</td>
<td>rs7900194</td>
<td>0.0148</td>
<td>0.0201</td>
<td>0.001</td>
<td>0.002</td>
<td>0.053</td>
<td>0.0014</td>
<td>0</td>
</tr>
<tr>
<td>CYP2C9 His251Arg</td>
<td>rs2256871</td>
<td>0.0220</td>
<td>0.0268</td>
<td>0</td>
<td>0.001</td>
<td>0.0817</td>
<td>0.0014</td>
<td>0</td>
</tr>
<tr>
<td>CYP2C9 Ile3311Val</td>
<td>rs3758581</td>
<td>0.0485</td>
<td>0.0473</td>
<td>0.1094</td>
<td>0.0686</td>
<td>0.0023</td>
<td>0.0346</td>
<td>0.0397</td>
</tr>
<tr>
<td>CYP2C9 Gln92Aup</td>
<td>rs17878459</td>
<td>0.0090</td>
<td>0.0231</td>
<td>0</td>
<td>0.0358</td>
<td>0.0038</td>
<td>0.0058</td>
<td>0</td>
</tr>
<tr>
<td>CYP2D6 Arg296Cys</td>
<td>rs16947</td>
<td>0.3592</td>
<td>0.4004</td>
<td>0.3620</td>
<td>0.3429</td>
<td>0.5537</td>
<td>0.3271</td>
<td>0.1399</td>
</tr>
<tr>
<td>CYP2D6 Ser486Thr</td>
<td>rs1135840</td>
<td>0.4012</td>
<td>0.4083</td>
<td>0.4724</td>
<td>0.4543</td>
<td>0.3238</td>
<td>0.5245</td>
<td>0.2956</td>
</tr>
<tr>
<td>CYP2D6 Pro34Ser</td>
<td>rs1065852</td>
<td>0.2380</td>
<td>0.1885</td>
<td>0.1646</td>
<td>0.2018</td>
<td>0.1127</td>
<td>0.1484</td>
<td>0.5714</td>
</tr>
<tr>
<td>CYP2D6 Thr107Ile</td>
<td>rs28371706</td>
<td>0.0591</td>
<td>0.0585</td>
<td>0</td>
<td>0.002</td>
<td>0.2179</td>
<td>0.0086</td>
<td>0</td>
</tr>
<tr>
<td>CYP3A4 Arg162Gln</td>
<td>rs4986907</td>
<td>0.0052</td>
<td>0.0103</td>
<td>0</td>
<td>0.001</td>
<td>0.0174</td>
<td>0.0029</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4.3.4 Creation of CYP450-overexpressing HEK293 cell lines

Oligo(dT)$_{20}$ was used to prime reverse transcription of pooled hepatic total RNA from five human donors (Penn State Cancer Institute Biorepository). The resultant first-strand cDNA was further amplified using CYP450 isoform-specific primers and Taq polymerase. cDNA encoding wildtype CYP450s 1A2, 2C8, 2C9, 2C19, 2D6, 3A4 or 3A5 was introduced into the pcDNA3.1/V5-His-TOPO expression vector for stable overexpression in mammalian cells.
CYP2D6*2 and CYP2C19*1B cDNA were also amplified from pooled human liver RNA. Additional constitutive overexpression vectors encoding nonsynonymous variants with MAF > 0.01 were produced for CYP450s 1A2, 2C8, 2C9, 2C19, and 3A4 via site-directed mutagenesis (SDM) using wildtype plasmid as template. Two common CYP2D6 haplotypes were likewise derived from the CYP2D6*2 overexpression vector through SDM. Oligonucleotide pairs used to amplify wildtype CYP450 cDNA or prime mutagenesis are detailed in Table 4-2 and Table 4-3, respectively. Each expression vector was transformed into chemically competent BL21. Transformants were then grown overnight on ampicillin selection plates at 37˚C. Sanger sequencing was used for sequence confirmation prior to transfecting HEK293 with overexpression plasmids using Lipofectamine 2000 per the manufacturer instructions. Transfected HEK293 were grown for at least 3 weeks under 700 μg/ml G418 selective pressure in DMEM supplemented with 4.5 g/L glucose, L-glutamine, 110 mg/L sodium pyruvate, 10% FBS, and penicillin/streptomycin.

Table 4-2: Oligonucleotide pairs used to amplify wildtype CYP450 cDNA. Top, sense oligonucleotide sequence; bottom, antisense oligonucleotide sequence.

<table>
<thead>
<tr>
<th>CYP450</th>
<th>5' → 3' Oligonucleotide Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>tacagatggcatgtccca gttgatggagaagcgcag</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>acaatggaacctttgtggtcc gacagggatgaagcagatctgg</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>gagaaggcttcaatggatcc gacaggaatgaagcacag</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>acaatggaacctttgtggtcc gacaggaatgaagcagctgat</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>ttggtagtgaggcaggtatgg gcggggcacagcacaaa</td>
</tr>
<tr>
<td>CYP3A4</td>
<td>agtagtgagcgtctcatccacag ggctccacttacggtgc</td>
</tr>
<tr>
<td>CYP3A5</td>
<td>gaagaaggaaagttggegatgg ttcaccacttaggggttcatctet</td>
</tr>
<tr>
<td>Nonsynonymous CYP450</td>
<td>5' → 3' Oligonucleotide Sequence for Site-Directed Mutagenesis</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>CYP1A2 Ser298Arg</td>
<td>ggatgaggtgtgtctggtcttaggcc</td>
</tr>
<tr>
<td></td>
<td>gcctagagccagaggaacacagc</td>
</tr>
<tr>
<td>CYP2C8 Ile264Met</td>
<td>tgatcaggagcaattccataaagctccccgaggattg</td>
</tr>
<tr>
<td></td>
<td>caatcctcgggacctttatggaattttggtcttctgataa</td>
</tr>
<tr>
<td>CYP2C8 Ile269Phe</td>
<td>ttttctgtctcattttgaacaggaagcaatcgataaag</td>
</tr>
<tr>
<td></td>
<td>actttttagatgtgttctctgttcaaaatgagaacagggaaaaagc</td>
</tr>
<tr>
<td>CYP2C8 Arg139Lys</td>
<td>cggcaattcattcttcccatcctcaggatgggagaagacagcagagggggaaag</td>
</tr>
<tr>
<td>CYP2C8 Lys399Arg</td>
<td>agatatgtggattggaaattctgtcatctgtagacggagaagcagggggggaaag</td>
</tr>
<tr>
<td></td>
<td>cttccgtgtcatgtagaacaggaagcaatcgataaag</td>
</tr>
<tr>
<td>CYP2C9 Arg144Cys</td>
<td>gttctcttgaaacacgtctctcaatgtctcttt</td>
</tr>
<tr>
<td></td>
<td>gagggacagagctgggctctttgcgttcagaggagg</td>
</tr>
<tr>
<td>CYP2C9 Arg150His</td>
<td>cctccacaagggcagttggtctcttttgatgc</td>
</tr>
<tr>
<td></td>
<td>tcagagagcgccactgcgctttgggaggg</td>
</tr>
<tr>
<td>CYP2C9 His251Arg</td>
<td>gtttgctatgtcatgtgtctttctgtagagctttctttttgtttccaatatatata</td>
</tr>
<tr>
<td></td>
<td>tatatttggtgaaaatagttaaaagaactggccaatagtgcacacataaggataaag</td>
</tr>
<tr>
<td>CYP2C9 Ile359Leu</td>
<td>gttggaggaagttgtagtacttctgtgacctcg</td>
</tr>
<tr>
<td></td>
<td>caggtgcagagacagctttggtctttggtcttttgcgttcagaggagg</td>
</tr>
<tr>
<td>CYP2C19 Glu92Asp</td>
<td>ccctttccagaaaactctgtctcaagatcaactcag</td>
</tr>
<tr>
<td></td>
<td>ctgattgtactttggagacaggtttttcttggagg</td>
</tr>
<tr>
<td>CYP2D6 Pro34Thr</td>
<td>gggggcctttggtgtagctgacgac</td>
</tr>
<tr>
<td></td>
<td>gtgcagctcatcagacctgcccc</td>
</tr>
<tr>
<td>CYP2D6 Ser486Thr</td>
<td>gtcaagccccactagctggcaggtctctcattggacatgtgatcgagcttttctg</td>
</tr>
<tr>
<td></td>
<td>tcaatgtaggggaacatctgtgcagatgtgcttgcagacatcctcagaggagg</td>
</tr>
<tr>
<td>CYP2D6 Thr107Ile</td>
<td>caggatctggtgtagttgggcccagcagcgggg</td>
</tr>
<tr>
<td></td>
<td>cccgcctgtgcccatcttcagacatcctg</td>
</tr>
<tr>
<td>CYP3A4 Arg162Gln</td>
<td>gcttgtctctgctctctcagattttctcag</td>
</tr>
<tr>
<td></td>
<td>gttgaaatcttgaggacagaccagacagacagaggg</td>
</tr>
</tbody>
</table>
4.3.5 CYP450 quantification

Following antibiotic selection, the relative CYP450 content of each overexpressing cell line was assessed via Western blotting. Briefly, CYP450-overexpressing HEK293 cells were resuspended in PBS 1:1 followed by four flash freeze-thaw cycles. The homogenate was centrifuged at 9,000 g for 30 min at 4°C. The supernatant was then subjected to 1 h centrifugation at 34,000 g in a chilled Beckman L7-65 ultracentrifuge. To remove cytosolic contamination, the supernatant was discarded before resuspending the microsomal fraction in 1.5 ml PBS. After an additional 60-min refrigerated centrifugation at 34,000 g, the supernatant was again discarded. The washed pellet was resuspended in PBS and stored at -80°C. The bicinchoninic acid assay (BCA) was used to determine protein concentration prior to SDS-PAGE. 7.5 μg of microsomal protein from each wildtype or variant cell line was loaded onto a 10% tris-glycine polyacrylamide gel and run at 125 volts for approximately 1 h. Gel-embedded proteins were then transferred onto PVDF (0.45 μm pore size) for 90 minutes using 30 V. After a 1-h incubation in 5% milk in tris-buffered saline with 0.1% Tween (TBST) at room temperature, the membrane was incubated with HRP-conjugated anti-V5 antibody (1:7500) overnight at 4°C. Following a 30-min wash in TBST to remove excess antibody, V5-tagged recombinant CYP450 proteins were visualized on a ChemiDoc Imager using SuperSignal West Femto Maximum Sensitivity Substrate. Ponceau staining served as a loading control. Band density was measured using Image J (NIH, Bethesda, MD, US).

4.3.6 Metabolite identification

CYP450-derived phase I EXE metabolites were identified in 45-min incubations performed at 37°C. Each 50-μl reaction contained 2.5 mM EXE substrate, 3 μl NADPH
regeneration system, and 20 μg of microsomal protein from a wildtype CYP450-overexpressing HEK293 cell line in PBS, pH 7.4. Similar incubations were conducted to assess background activity of endogenous metabolizing enzymes in non-transfected HEK293, as well as commercially available negative control baculosomes. These incubations included 100 μM EXE, 50 μg of microsomes or 50 μg of baculosomes in addition to PBS, pH 7.4, and an NADPH regeneration system. Enzymatic incubations were terminated with 50 μl of ice-cold acetonitrile before centrifugation at 13,200 g for 15 min at 4°C. The resulting supernatant was analyzed by ultra-pressure liquid chromatography paired with tandem mass spectrometry on a Waters ACQUITY platform configured with a 0.2 μm in-line filter preceding a 1.7 μm ACQUITY UPLC BEH C18 column (2.1 mm x 100 mm, Ireland). The UPLC gradient used to separate EXE and its phase I metabolites has been described previously [282]. 800 L/h nitrogen gas was used for drying while desolvation temperature was set at 500°C. A targeted UPLC/MRM method was performed in positive mode using electrospray ionization to monitor mass transitions for EXE (m/z 297.34 → 185.07), 17α-DHE (m/z 299.14 → 135.07), 17β-DHE (m/z 299.20 → 135.13) and 6-HME (m/z 312.89 → 158.98). 0.01 s dwell time was optimal for all four compounds while 25 V of collision energy was used for EXE and 6-HME. 20 V of collision energy was used for 17α- and 17β-DHE. An additional non-targeted screening for phase I EXE metabolites was performed using UPLC/MS to detect positively charged molecular ions with m/z ranging from 100 to 450. The identity of all metabolites observed was verified by comparing the observed retention times and m/z with those of purified standards.

4.3.7 Enzyme kinetic assays

Wildtype and variant CYP450-mediated 17β-DHE production was measured in 45-min
incubations at 37°C in PBS, pH 7.4 with varying concentrations of EXE (25-2500 μM). Each reaction included 20 μg of microsomal protein from CYP450-overexpressing HEK293, as well as an NADPH regeneration system. The chosen incubation length and protein concentration fell within the linear range of EXE reduction velocity curves for the seven wildtype CYP450s assayed (data not shown). Cold acetonitrile (50 μl) was used to terminate each reaction. After centrifugation for 15 min at 4°C at 13,200 g, 17β-DHE formation was monitored in the supernatant according to a previously established UPLC/MS/MS method and quantitated against a standard curve constructed of known 17β-DHE concentrations [282].

4.3.8 Isoform-specific CYP450 inhibition

Reduction of EXE to 17β-DHE in the presence of isoform-specific CYP450 inhibitors was monitored in pooled human liver microsomes (HLM). Furafylline (1 μM) was used to inhibit CYP1A2 while 0.5 μM tranylecyromine (TCP) and 10 μM thioTEPA inhibited CYPs 2A6 and 2B6, respectively. Other compounds used to systematically inhibit hepatic CYP450s included 0.5 μM montelukast (CYP2C8 inhibitor), 1 μM sulfaphenazole (CYP2C9 inhibitor), 0.5 μM NBP (CYP2C19), 1 μM quinidine (CYP2D6 inhibitor), 5 μM clomethiazole (CYP2E1 inhibitor), and 1 μM ketoconazole (CYP3A inhibitor). Initial dosages were selected from the literature and then further titrated to determine the lowest dose producing maximum isoform-specific inhibition [310-312]. Each 50-μl inhibition reaction contained 12.5 μg of pooled HLM, one isoform-specific CYP450 inhibitor dissolved in ethanol, and 10 μM EXE in PBS, pH 7.4. Following a 15-min pre-incubation at 37°C, the reactions were initiated by the addition of NADPH regeneration system and incubated for an additional 15 min before termination with 50 μl of cold acetonitrile. After refrigerated centrifugation for 15 min at 13,200 g, supernatants
were collected and dried at ambient temperature in a Jouan RC10.22 vacuum concentrator. Samples were resuspended in 20 μl of water/acetonitrile (1:1) and analyzed by UPLC/MS/MS using the aforementioned method. A negative control reaction was run in parallel and received ethanol vehicle rather than inhibitor. Organic solvent constituted less than 1% of each incubation.

4.3.9 Statistical Analyses

$K_M$ and relative $V_{\text{max}}$ values were calculated in GraphPad Prism 6 according to the Michaelis-Menten equation (GraphPad Software, Inc., San Diego, California). $V_{\text{max}}$ is expressed as picomoles·min$^{-1}$·mg$^{-1}$ and was normalized to total protein content to account for differences in CYP450 expression between cell lines as determined by Western blot analysis. Two-sided unpaired $t$-tests were used to compare the wildtype catalytic activity of CYP450s 1A2 and 3A4 to their respective variants. Wildtype CYP450s 2C8, 2C9, 2C19, and 2D6 were compared to their nonsynonymous variants using one-way ANOVA supplemented with Dunnett’s multiple comparison test. In all instances, the threshold for statistical significance was set at a two-tailed $p$ value < 0.05. The percent change in 17β-DHE formation associated with each inhibitor in pooled HLM was likewise calculated in GraphPad Prism 6. An uninhibited reaction receiving vehicle was considered maximum catalytic activity for the purposes of comparison. All experimental results represent triplicate assays performed independently.

4.4 RESULTS AND DISCUSSION

4.4.1 Identification of phase I exemestane metabolites

As shown in a representative Western blot analysis, significant levels of expression of
individual CYPs were obtained in all HEK293 overexpressing cell lines (Figure 4-1, panel A). Ponceau staining revealed no significant differences in total protein content between cell lines (Figure 4-1, panel B). The major metabolite formed in individual 45-min incubations of EXE with CYP2C9 (Figure 4-2, panel E) as well as overexpressed wildtype CYP450s 1A2, 2C8, 2C19, 2D6, 3A4, and 3A5 (results not shown) was 17β-DHE. Low levels of 6-HME and 17α-DHE formation were observed for all CYPs studied. In all cases, formation of the 17α-DHE and 6-HME metabolites exceeded the minimum threshold of detection. No EXE metabolite formation was observed in incubations using microsomes from the parent HEK293 cell line (Figure 4-2, panel F), but interestingly, significant 17β-DHE formation was observed using negative control baculosomes (Figure 4-2, panel G). Secondary metabolite formation was not observed when overexpressing CYP450 microsomes were presented with 6-HME or either stereoisomer of 17-DHE as substrate (results not shown).

Figure 4-1: Relative quantification of overexpressed CYP450s in HEK293 microsomes. Panel (A) Detection of V5-tagged CYP450s by Western blotting. Panel (B) Ponceau total protein staining for CYP450 normalization. Lane 1, CYP2C19; lane 2, CYP2C19Glu92Asp; lane 3, CYP2C19Ile331Val; lane 4, CYP2D6; lane 5, CYP2D6Arg296Cys, Ser486Thr; lane 6, CYP2D6Pro34Ser, Ser486Thr; lane 7, CYP2D6Thr107Ile, Arg296Cys, Ser486Thr; lane 8, CYP3A4; lane 9, CYP3A4Arg162Gln; lane 10, CYP3A5.
Figure 4-2: Identification of EXE metabolites. Panel (A), EXE (6-methyleneandrosta-1,4-diene-3,17-dione) standard; panel (B), 17β-DHE (17β-hydroxy-6-methyleneandrosta-1,4-dien-3-one) standard; panel (C), 17α-DHE (17α-hydroxy-6-methyleneandrosta-1,4-dien-3-one) standard; panel (D), 6-HME (6-hydroxymethylandrosta-1,4,6-triene-3,17-dione) standard; panel (E), EXE metabolite profile after incubating CYP2C9-overexpressing HEK293 microsomes with EXE; panel (F), EXE metabolite profile after incubating microsomes from the parent HEK293 cell line (no CYP450 overexpression) with EXE; panel (G), EXE metabolite profile after incubating negative control commercial baculosomes (no CYP450 overexpression) with EXE. Incubations were performed for 45 min at 37°C with 100 µM EXE and 20 µg of CYP450-overexpressing HEK293 microsomes, 50 µg of CYP450-overexpressing HEK293 microsomes or 50 µg of baculosomes. Peak 1, 6-HME; peak 2, EXE; peak 3, 17β-DHE; peak 4, 17α-DHE.

4.4.2 Kinetic analysis of 17β-dihydroexemestane formation

Representative kinetic curves of 17β-DHE formation for each wildtype hepatic CYP450 are shown in Figure 4-3. Kinetic assays using overexpressed CYP450 protein suggest that CYP2D6 exhibited the highest affinity for EXE ($K_M = 0.57 \pm 0.03$ mM) followed by CYP2C8 ($K_M = 0.66 \pm 0.10$ mM), CYP3A5 ($K_M = 0.69 \pm 0.18$ mM), CYP1A2 ($K_M = 0.74 \pm 0.5$ mM), and CYP3A4 ($K_M = 0.83 \pm 0.16$ mM) (Table 4-4). CYP450s 2C9 and 2C19 had approximately the
same affinity for EXE with $K_M$ values of 0.96 ± 0.22 mM and 0.92 ± 0.18 mM, respectively. CYP2C9 exhibited the slowest rate of EXE reduction while CYP2C8 reduced EXE approximately 5-fold faster ($V_{\text{max}} = 26 ± 0.6$ versus $128 ± 4$ picomoles·min$^{-1}$·mg$^{-1}$). CYP1A2 catalyzed 17β-DHE production at a rate of $61 ± 17$ picomoles·min$^{-1}$·mg$^{-1}$ followed by CYP2C19 ($51 ± 8$ picomoles·min$^{-1}$·mg$^{-1}$) and CYP2D6 ($49 ± 3$ picomoles·min$^{-1}$·mg$^{-1}$). Catalytic velocities for CYP450s 3A4 and 3A5 were not significantly different ($39 ± 7$ and $36 ± 4$ picomoles·min$^{-1}$·mg$^{-1}$). Intrinsic clearance ($V_{\text{max}}/K_M$) was calculated for each wildtype enzyme as an indication of its overall catalytic activity against EXE. CYP2C8 exhibited the highest intrinsic clearance value (194 nl·min$^{-1}$·mg$^{-1}$) followed by CYP2D6 (86 nl·min$^{-1}$·mg$^{-1}$), CYP1A2 (82 nl·min$^{-1}$·mg$^{-1}$), CYP2C19 (55 nl·min$^{-1}$·mg$^{-1}$), CYP3A5 (52 nl·min$^{-1}$·mg$^{-1}$), and CYP3A4 (47 nl·min$^{-1}$·mg$^{-1}$). In addition to having the slowest rate of EXE reduction, CYP2C9 also exhibited the lowest overall catalytic activity against EXE substrate (27 nl·min$^{-1}$·mg$^{-1}$).

**Figure 4-3:** Representative kinetics curves for the reduction of EXE to 17β-DHE. Panel (A), CYP1A2; panel (B), CYP2C8; panel (C), CYP2C9; panel (D), CYP2C19; panel (E), CYP2D6; panel (F), CYP3A4; and panel (G), CYP3A5.
### Table 4-4: Kinetic analysis of wildtype and variant CYP450s active against EXE.

<table>
<thead>
<tr>
<th>Wildtype CYP450 or variant</th>
<th>NCBI dbSNP Identifier</th>
<th>Allele</th>
<th>$K_M$ (mM)</th>
<th>$V_{max}$ (picomoles·min⁻¹·mg⁻¹)</th>
<th>$CL_{INT}$ (nl·min⁻¹·mg⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>rs17861157</td>
<td>CYP1A2*1A</td>
<td>0.74 ± 0.5</td>
<td>61 ± 17</td>
<td>82</td>
</tr>
<tr>
<td>CYP1A2*2 Ser298Arg</td>
<td></td>
<td></td>
<td>0.59 ± 0.2*</td>
<td>80 ± 7</td>
<td>136</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>rs11572103</td>
<td>CYP2C8*1A</td>
<td>0.66 ± 0.10</td>
<td>128 ± 4</td>
<td>194</td>
</tr>
<tr>
<td>CYP2C8 Ile269Phe</td>
<td>rs11572080, rs10509681</td>
<td>CYP2C8*2</td>
<td>0.86 ± 0.8</td>
<td>280 ± 17*</td>
<td>326</td>
</tr>
<tr>
<td>CYP2C8 Arg139Lys, Lys399Arg</td>
<td></td>
<td>CYP2C8*3</td>
<td>0.77 ± 0.13</td>
<td>144 ± 7</td>
<td>187</td>
</tr>
<tr>
<td>CYP2C8*3</td>
<td>rs1058930</td>
<td>CYP2C8*4</td>
<td>0.65 ± 0.3</td>
<td>218 ± 11*</td>
<td>335</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>rs1799853</td>
<td>CYP2C9*1A</td>
<td>0.96 ± 0.22</td>
<td>26 ± 0.6</td>
<td>27</td>
</tr>
<tr>
<td>CYP2C9 Arg144Cys</td>
<td>rs1057910</td>
<td>CYP2C9*2</td>
<td>0.95 ± 0.4</td>
<td>58 ± 4</td>
<td>61</td>
</tr>
<tr>
<td>CYP2C9 Ile359Leu</td>
<td>rs7900194</td>
<td>CYP2C9*3</td>
<td>1.32 ± 0.16</td>
<td>36 ± 4</td>
<td>27</td>
</tr>
<tr>
<td>CYP2C9 Arg150His</td>
<td>rs11572081</td>
<td>CYP2C9*8</td>
<td>1.14 ± 0.25</td>
<td>73 ± 13*</td>
<td>64</td>
</tr>
<tr>
<td>CYP2C9 Ile264Met</td>
<td>rs2256871</td>
<td>CYP2C9*9</td>
<td>1.07 ± 0.14</td>
<td>116 ± 13*</td>
<td>108</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>rs3758581</td>
<td>CYP2C19*1A</td>
<td>0.92 ± 0.18</td>
<td>51 ± 8</td>
<td>55</td>
</tr>
<tr>
<td>CYP2C19 Ile331Val</td>
<td>rs17878459</td>
<td>CYP2C19*1B</td>
<td>0.92 ± 0.13</td>
<td>59 ± 16</td>
<td>64</td>
</tr>
<tr>
<td>CYP2C19 Glu92Asp</td>
<td></td>
<td></td>
<td>0.70 ± 0.10</td>
<td>59 ± 7</td>
<td>84</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>rs16947, rs1135840</td>
<td>CYP2D6*1A</td>
<td>0.57 ± 0.03</td>
<td>49 ± 3</td>
<td>86</td>
</tr>
<tr>
<td>CYP2D6*2</td>
<td>rs1135840</td>
<td></td>
<td>0.95 ± 0.10*</td>
<td>23 ± 0.6*</td>
<td>24</td>
</tr>
<tr>
<td>CYP2D6*10</td>
<td>rs1065852, rs1135840</td>
<td></td>
<td>1.04 ± 0.10*</td>
<td>39 ± 6</td>
<td>38</td>
</tr>
<tr>
<td>CYP2D6 Thr107Ile, Arg296Cys, Ser486Thr</td>
<td>rs28371706, rs16947, rs1135840</td>
<td>CYP2D6*17</td>
<td>0.92 ± 0.15</td>
<td>40 ± 2</td>
<td>43</td>
</tr>
<tr>
<td>CYP3A4</td>
<td>rs4986907</td>
<td>CYP3A4*1A</td>
<td>0.83 ± 0.16</td>
<td>39 ± 7</td>
<td>47</td>
</tr>
<tr>
<td>CYP3A4*15A</td>
<td></td>
<td></td>
<td>1.04 ± 0.09</td>
<td>46 ± 6</td>
<td>44</td>
</tr>
<tr>
<td>CYP3A5</td>
<td></td>
<td></td>
<td>0.89 ± 0.18</td>
<td>36 ± 4</td>
<td>52</td>
</tr>
</tbody>
</table>

a All $V_{max}$ values were normalized to reflect the relative CYP450 content of microsomes assayed.

* Denotes that a variant exhibited statistically significant deviations ($p < 0.05$) from the activity of its respective wildtype CYP450.

### 4.4.3 Impact of functional polymorphisms on exemestane reduction

Twenty-three nonsynonymous polymorphisms with MAF > 0.01 were detected using the NCBI Variation Viewer to search for common variants in hepatic CYP450s involved in xenobiotic metabolism. Four polymorphisms of interest were identified for CYP2C9. Two variants were gleaned for CYP2C19 while a single variant was reported for both CYP450s 1A2
and 3A4. No variants matching the search criteria were listed for CYP3A5. Variation Viewer search filters returned four common SNPs in CYP2C8. In the present study, two of the CYP2C8 polymorphisms were investigated as a single haplotype (CYP2C8*3). 11 nonsynonymous polymorphisms occur in CYP2D6 at > 1%. Although CYP2D6 is notoriously polymorphic, only a handful of common haplotypes are associated with clinically relevant alterations in drug metabolism [313]. For this reason, only four of the SNPs identified in Variation Viewer were included in kinetic assays as the 2D6*2, 2D6*10, and 2D6*17 haplotypes.

Although $V_{\text{max}}$ was comparable between wildtype CYP1A2 and CYP1A2$^{\text{Ser298Arg}}$, the variant enzyme exhibited significantly increased affinity for EXE with $K_{\text{M}}$ values of 0.74 ± 0.5 and 0.59 ± 0.2 mM, respectively. No notable differences were observed in affinity between wildtype CYP450s 2C8, 2C9, 2C19 or 3A4 and their respective variants (Table 4-4). However, CYP2D6*2 ($K_{\text{M}} = 0.95 \pm 0.10$ mM) and CYP2D6*10 ($K_{\text{M}} = 1.04 \pm 0.01$ mM) were both associated with decreased affinity relative to wildtype CYP2D6 ($K_{\text{M}} = 0.57 \pm 0.03$ mM). The CYP2C8*2 and CYP2C8*4 polymorphisms were associated with 2.2 and 1.7-fold increases in velocity of EXE reduction compared to wildtype. CYP2C9*8 and CYP2C9*9 variants were likewise associated with increased rates of 17β-DHE formation ($V_{\text{max}} = 73 \pm 13$ and 116 ± 13 versus 26 ± 0.6 picomoles·min$^{-1}$·mg$^{-1}$ for wildtype). The $V_{\text{max}}$ for EXE reduction by CYP2D6*2 (23 ± 0.6 picomoles·min$^{-1}$·mg$^{-1}$) is 53% lower than that of wildtype CYP2D6 (49 ± 3 picomoles·min$^{-1}$·mg$^{-1}$). $V_{\text{max}}$ values were comparable between CYP2C19 and its variants CYP2C19$I\text{le331Val}$ and CYP2C19$^{\text{Glu92Asp}}$. No significant difference in $V_{\text{max}}$ was observed between wildtype CYP3A4 and CYP3A4$^{\text{Arg162Gln}}$ ($V_{\text{max}} = 39 \pm 7$ and 46 ± 6 picomoles·min$^{-1}$·mg$^{-1}$).
4.4.4 Isoform-specific CYP450 inhibition

In incubations of EXE with pooled mixed gender HLMs, inhibition of CYP3A isoforms with ketoconazole resulted in a 39% decrease in 17β-DHE production (Figure 4-4). Isoform specific inhibition of CYP450s 2C8, 2C9, and 2C19 resulted in 27%, 12%, and 22% decreases in EXE reduction, respectively. Inclusion of TCP to inhibit CYP2A6 did not impact 17β-DHE production to any appreciable extent (100.5 ± 5.7% control activity). Similar results were obtained when either thioTEPA or clomethiazole were included to chemically inhibit CYP2B6 (112.5 ± 8.3% control activity) or CYP2E1 (97.3 ± 5.3% control activity). Inhibition of CYP2D6 decreased EXE reduction by 27% while furafylline-induced CYP1A2 inhibition reduced formation of the active 17β-DHE metabolite by 19%.

Figure 4-4: Isoform-specific chemical inhibition of CYP450-mediated EXE metabolism in pooled HLM. Data represent means of triplicate independent assays monitoring 17β-DHE formation.
4.4.5 Discussion of experimental results

Previous studies examining phase I exemestane metabolism strongly suggest that reduction of EXE at the C17 carbonyl moiety to produce 17β-DHE represents a major metabolic pathway for this commonly prescribed aromatase inhibitor [114, 269-271]. Manufacturer-supplied information regarding EXE metabolism is minimal and attributes metabolism in human liver preparations to CYP3A4 and members of the aldo-keto reductase (AKR) superfamily [108]. CYP3A4 is further identified as the principal enzyme catalyzing EXE oxidative metabolism with subsequent formation of multiple metabolites [108]. At present, a comprehensive roster of all metabolites observed in these studies has not been disclosed. A recent study has clarified the role of five cytosolic reductases in hepatic EXE metabolism in vitro, and multiple hepatic CYP450s may contribute to EXE metabolism as work by Kamdem et al. suggests [277, 282]. The present study examines the involvement of CYP450s in EXE metabolism in vitro and highlights the potential impact of common nonsynonymous CYP450 polymorphisms on 17β-DHE formation.

EXE reduction to form 17β-DHE was detected in incubations with HEK293-overexpressed CYP450s 1A2, 2C8, 2C9, 2C19, 2D6, 3A4 and 3A5. These results are in agreement with previous studies indicating that EXE reduction at C17 is a major metabolic pathway and confirm that CYP3A4 catalyzes the production of multiple phase I metabolites [108, 114, 269-271]. Due to overlapping substrate specificity, many currently marketed pharmaceuticals are metabolized by multiple CYP450s [308]. The data presented herein bolster previous observations regarding the capacity of multiple hepatic CYP450s to engage in in vitro oxidative metabolism of EXE [277, 282].

The relative contribution of each CYP450 to EXE metabolism in vivo is likely dependent
upon differential expression in human liver, as well as overall catalytic activity against EXE substrate \( \frac{V_{\text{max}}}{K_M} \). CYPs 3A4 and 3A5 exhibited intermediate intrinsic clearance values in the present study (47 and 52 nl·min\(^{-1}\)·mg\(^{-1}\), respectively), but the literature indicates that CYP3A isoforms are well expressed in the liver comprising 30% of total CYP450 content and accounting for nearly 55% of xenobiotic metabolism [314]. The overall catalytic activity against EXE for CYP2D6 (86 nl·min\(^{-1}\)·mg\(^{-1}\)) was second only to that of CYP2C8 (194 nl·min\(^{-1}\)·mg\(^{-1}\)) in kinetic assays. CYP2D6 is estimated to account for 30% of drug metabolism despite constituting only 2% of total hepatic CYP450 content [314]. CYP1A2, while moderately active against EXE in vitro (CL\(_{\text{INT}} = 82\) nl·min\(^{-1}\)·mg\(^{-1}\)), accounts for only 2% of overall CYP450-mediated xenobiotic metabolism in human liver [314]. CL\(_{\text{INT}}\) values for EXE ranged from 27 to 194 nl·min\(^{-1}\)·mg\(^{-1}\) for CYP450 2C isoforms, which make up 20% of total hepatic CYP450 proteins but contribute only 10% of total hepatic drug metabolism [314]. Therefore, CYP3A isoforms and CYP2D6 are potentially key enzymes in phase I EXE metabolism in vivo as they are well-expressed heptically, make significant contributions to overall xenobiotic metabolism, and display activity against EXE in vitro.

To our knowledge, only one study to date had previously examined EXE metabolism by CYP450s. In incubations with HLMs, Kamdem et al. detected two primary EXE metabolites, 17-DHE and potentially 6-HME [277]. In incubations of EXE with CYP450-overexpressing HEK293 microsomes, we observed the formation of three EXE metabolites including 17α- and 17β-DHE, as well as 6-HME (Figure 4-2). Formation of several metabolites is unsurprising as CYP450s catalyze diverse reactions including carbon hydroxylation, dealkylation, and epoxidation [315]. Significantly decreased 17β-DHE formation (39% reduction) in the presence of the isoform-specific inhibitor ketoconazole suggests that CYP3As are the major hepatic
CYP450s responsible for EXE reduction in human liver microsomes (Figure 4-4). This result is in accordance with the manufacturer’s limited description of the drug’s phase I metabolism [108]. Isoform-specific inhibition of major hepatic CYP450s 1A2, 2C8, 2C9, 2C19, and 2D6 also decreased 17β-DHE formation by 12-27%, which suggests that multiple CYP isoforms in addition to CYP3As may be relevant to EXE metabolism. In contrast, a previously published CYP450 inhibition experiment found that treating pooled HLM with ketoconazole strongly inhibits 6-HME formation but had no significant effect on EXE reduction to 17β-DHE [277]. Furthermore, no effect on 17β-DHE formation was observed in HLM treated with any other CYP inhibitor [277]. The same in vitro study attributed 6-HME formation predominantly to CYP3As and CYP2B6 [277]. The present study cannot comment on the relative contribution of specific CYP450s to EXE oxidation to form 6-HME. Kinetic parameters were not collected for 6-HME formation as it is an inactive metabolite lacking the capacity to strongly inhibit aromatase (See Chapter 2). In addition, while 6-HME was possibly a major metabolite in a previous study, it was a minor metabolite formed by the seven hepatic CYP450s tested in our study [277].

Discrepancies between the two studies may reflect experimental differences. It is also feasible that significant decreases in 17β-DHE formation were undetectable in HLM subject to isoform-specific inhibition in the prior study due to redundancy in EXE clearance by multiple hepatic CYP450s. Of interest, Kamdem et al. found a significant correlation between 17-DHE formation and the rate of activity by CYP450s 1A2 and 4A11 in a panel of HLM [277]. CYP1A2 inhibition with furafylline decreased 17β-DHE formation by approximately 19% in pooled HLM in the present study and may indeed contribute to hepatic EXE metabolism to a previously unappreciated extent.

Unfortunately, the enzyme kinetics results presented herein are not comparable to those
of the previous *in vitro* enzyme kinetics study of EXE metabolism, which concluded that baculosome-expressed CYP1A1, CYP2A6, and CYP4A11 are most active in 17-DHE production [277]. In lieu of using a commercially available baculosome system, HEK293 cell lines constitutively overexpressing CYP450s were created for kinetics assays, because HEK293 are devoid of many drug metabolizing enzymes, including the CYP450s. In addition, significant reduction of EXE to 17β-DHE was observed in negative control baculosomes (see Figure 4-2). These results indicate that endogenous CYPs or active reductases are present in baculosome preparations, which is likely to confound the interpretation of kinetic assays. Background reduction in HEK293 microsomal fractions was undetectable by UPLC/MS/MS (see Figure 4-2). While overexpressed CYP2A6 was not directly tested for activity against EXE in the present study, the involvement of CYP2A6 is questionable as it has been shown to preferentially metabolize small substrates [316]. Furthermore, its inhibition did not appreciably decrease 17β-DHE generated by HLM incubated with EXE (100.5 ± 5.7% control activity). CYP1A1 expression, in turn, is low in human liver diminishing the likelihood that it is a key participant in phase I EXE metabolism [317].

Xenobiotic-metabolizing CYP450s are highly polymorphic [308]. Multiple nonsynonymous variants often exist within a single isoform at varying levels of penetrance in the human population. CYP2D6, for instance, can harbor > 100 distinct polymorphisms several of which are associated with altered drug metabolism and increased risk for life-threatening adverse reactions [308, 318-321]. In our enzyme kinetics assays, three variant CYP450s exhibited altered affinity for EXE while five deviated appreciably from their wildtype counterparts with respect to maximum velocity of EXE reduction.

Maximum velocity of EXE reduction to form 17β-DHE is similar between CYP1A2 and
CYP1A2<sup>Ser298Arg</sup> (see Table 4-4). However, CYP1A2<sup>Ser298Arg</sup> had approximately 25% higher affinity, which contributed to a 66% increase in intrinsic clearance of EXE compared to the wildtype isoform (CL<sub>INT</sub> = 136 versus 82 nl·min<sup>-1</sup>·mg<sup>-1</sup>). Despite its high incidence in African populations (MAF = 0.0893), a three dimensional structure examining conformational changes in CYP1A2 arising from arginine substitution is currently unavailable [322, 323]. It is known, however, that amino acid residue 298 is located within a loop distal to the CYP1A2 active site [323]. In silico analyses by Watanabe et al. predict that when the adjacent glycine at residue 299 is mutated to serine, flexibility increases near Val487 in the C terminal loop [323]. While this particular mutation does not impact overall CYP1A2 enzymatic activity as assessed by 7-ethoxyresorufin O-deethylation, it is indicative that polymorphisms can alter structural flexibility in loop regions [323, 324]. Structural flexibility, in turn, may strongly impact ligand-binding induced conformational changes, substrate recognition, and overall CYP450 catalytic activity as several studies suggest [325-328]. Similar structural analyses are needed to determine if CYP1A2<sup>Ser298Arg</sup> exhibits deviant flexibility, possibly underlying differences observed in kinetic parameters against EXE.

CYP2C8<sup>Ile269Phe</sup> (*2), CYP2C8<sup>Arg139Lys, Lys399Arg</sup> (*3), and CYP2C8<sup>Ile264Met</sup> (*4) are comparable to wildtype CYP2C8 in affinity for EXE substrate in vitro. Kaspera et al. likewise found only minor differences in apparent K<sub>M</sub> values between recombinant wildtype CYP2C8 and its *2, *3, and *4 variants while monitoring oxidation of cerivastatin to form its O-desmethyl- (M-1) and 6-hydroxyl- (M-23) cerivastatin metabolites [329]. Although E. coli-expressed CYP2C8*2 yielded individual V<sub>max</sub> values similar to wildtype CYP2C8 for M-1 and M-23 formation, a 53% increase in the sum of cerivastatin metabolite clearance was noted [329]. In the present study, CYP2C8*2 produced 17β-DHE 2.2-fold faster than wildtype contributing to a
68% increase in overall EXE clearance. CYP2C8*2 carriers reported abdominal pain more frequently than wildtype homozygotes in a small study of West African malaria patients taking amodiaquine, suggesting possible clinical relevance for the polymorphism [330]. The CYP2C8*3 genotype is likewise of considerable interest and has been examined extensively with regards to NSAIDS, antidiabetic agents, and HMG-CoA reductase inhibitors [331-336]. In clinical studies, CYP2C8*3 is associated with increased drug metabolism for several substrates as evidenced by significantly decreased plasma concentrations of rosiglitazone, pioglitazone, and repaglinide [334, 335, 337-339]. In contrast, decreased ibuprofen metabolism has also been noted, implying that the kinetic properties of CYP2C8*3 may be substrate-dependent [331, 332].

With regard to EXE, our in vitro results indicate that the CYP2C8*3 polymorphism doesn’t alter the drug’s overall intrinsic clearance. CYP2C8*4, on the other hand, was associated with a 1.7-fold increase in EXE clearance due to elevated $V_{\text{max}}$ relative to wildtype ($218 \pm 11$ versus $128 \pm 4 \text{ nl} \cdot \text{min}^{-1} \cdot \text{mg}^{-1}$). Kaspera et al. estimated that recombinant CYP2C8*4 increased the combined clearance of the M-1 and M-23 cerivastatin metabolites by approximately 2.5-fold compared to wildtype [329]. Though CYP2C8*4 has demonstrated increased catalytic activity against both cerivastatin and EXE in vitro, human livers with the *4 genotype express lower levels of CYP2C8 protein [329, 340]. Differences in hepatic expression of variant CYPs may negate or exacerbate the overall metabolic effect of deviant catalytic activity observed in the present study. Thus, additional in vivo studies are needed to gauge what impact, if any, CYP2C8 polymorphisms have on clinical outcomes in postmenopausal breast cancer patients taking EXE.

Kinetic parameters for EXE metabolism by CYP2C9*2 and CYP2C9*3 were similar to those of wildtype CYP2C9. The CYP2C9*2 and *3 polymorphisms are relatively common (MAF > 0.01) in South Asian, European, and Hispanic populations (see
Table 4.1) and are associated with impaired warfarin metabolism [341, 342]. Although the *2 variant is associated with a poor metabolizer phenotype for certain substrates, its impact on catalytic activity is not entirely clear [341-345]. Several previous studies of the CYP2C9*2 variant are conflicting with fluvastatin and celecoxib metabolism unaffected while losartan and phenytoin clearance significantly decreased relative to wildtype [336, 346-348]. Impaired warfarin metabolism is likewise associated with CYP2C9*3 necessitating the need for genotype-based dose reductions in clinical settings [341, 342]. Work by Wei et al. suggests that CYP2C9*2 and *3 exhibit altered metabolism due to decreased coupling efficiency in the P450 catalytic cycle [349]. Another study posits that the substrate binding pocket of CYP2C9*3 is enlarged relative to wildtype, resulting in reduced enzymatic activity against warfarin [350].

CYP2C9Arg150His (*8) and CYP2C9His251Arg (*9) polymorphic protein reduced EXE to 17β-DHE 2.8- and 4.5-fold faster than wildtype CYP2C9, respectively. The CYP2C9*8 allele also increased clearance of the antidiabetic tolbutamide in vitro [351]. In vivo, the CYP2C9*8 allele is associated with decreased phenytoin metabolism due to strong linkage disequilibrium with SNPs in the gene promoter that downregulate expression [352, 353]. In silico analyses by Matimba et al. predicted reduced activity of CYP2C9*9 compared to wildtype [354]. However, a significant correlation between the CYP2C9*9 allele and phenytoin metabolism wasn’t detected in African epilepsy patients [354]. Published discrepancies in variant CYP2C9 activity are common and likely arise from variations in experimental procedures between laboratories [355].

CYP2D6 is believed to be the most polymorphic of the major drug-metabolizing hepatic CYP450s [308]. A 72% decrease in EXE clearance was observed for CYP2D6Arg296Cys, Ser486Thr (*2) relative to wildtype CYP2D6 due to significant decreases in affinity and 17β-DHE
formation rate. *Sakuyama et al.* reported a similar 2-fold decrease in substrate affinity in transiently expressed CYP2D6*2 while monitoring bufuralol 1′-hydroxylation [356]. Although analysis of the crystal structure of CYP2D6 suggests that residue 296 may be involved in substrate recognition, a study of CYP2D6*2A in Europeans found no association with altered drug metabolism [126, 357]. In the present study, HEK293-expressed CYP2D6<sup>Pro34Ser, Ser486Thr</sup> (*10) increased the $K_M$ value for EXE substrate by 82% causing a 56% decrease in clearance compared to CYP2D6*1. CYP2D6*10 is highly prevalent in Asians and has previously been associated with decreased catalytic activity *in vitro* [356, 358-362]. *Shen et al.* estimated that CYP2D6*10 protein decreases catalytic activity in a substrate-dependent manner with intrinsic clearance of probe substrates reduced to 4-28% that of wildtype protein [362]. Diminished catalytic activity by the *10 variant is attributed to increased enzyme instability as a result of serine substitution in a proline-rich region near the N-terminus [356, 363]. CYP2D6<sup>Thr107Ile, Arg296Cys, Ser486Thr</sup> (*17) is common in individuals of African heritage and is likewise considered a reduced function allele [313, 364-367]. CYP2D6*17 exhibits considerable variability in catalytic activity against various substrates [313]. Studies using recombinant CYP2D6*17 protein have reported increased metabolism of certain substrates, such as haloperidol, but decreased metabolism of others, including codeine [368, 369]. The Thr107Ile substitution (rs28371706) is believed to alter a highly conserved region of CYP2D6 involved in substrate recognition, perhaps explaining the substrate-dependent effects previously reported [370-372]. It is interesting to note that recombinant CYP2D7*17 protein yielded a 61% decrease in EXE affinity relative to wildtype, although this observation did not reach statistical significance.

Kinetic parameters measuring substrate affinity ($K_M$) and production of the major active metabolite 17β-DHE ($V_{max}$) indicate that EXE metabolism by common allelic variants of
CYP2C19 and CYP3A4 is comparable to that of their respective wildtype CYP450s. The neutral effect of the CYP2C19\textsuperscript{Ile331Val\textsuperscript{*1B}} polymorphism on EXE reduction confirms prior observations of equivalent catalytic activity for the CYP2C19\textsuperscript{*1A} and *1B alleles [373]. Although the CYP2C19\textsuperscript{Glu92Asp} SNP (rs17878459) didn’t directly impact 17β-DHE formation, it cosegregates with approximately 20% of CYP2C19\textsuperscript{*2} poor metabolizing alleles in Caucasians [374]. Found predominantly in Africans, the CYP3A4\textsuperscript{Arg162Gln\textsuperscript{*15A}} polymorphism doesn’t appreciably impact EXE metabolism. However, kinetic studies of the variant enzyme with additional substrates are needed to confirm its overall effect on CYP3A4 activity.

The present in vitro study augments existing pharmaceutical knowledge by examining the role of hepatic CYP450s in the metabolism of EXE, a widely used endocrine therapy for hormone responsive breast cancer. Qualitative enzymatic incubations with EXE confirm that multiple hepatic monoxygenases from CYP450 families 1, 2, and 3 catalyze the production of 6-HME, 17α-DHE, as well as the active metabolite 17β-DHE. Earlier studies suggested that 17β-DHE may partially determine overall drug exposure by acting as an androgen agonist, contributing to estrogen blockade through aromatase inhibition, and by serving as a gateway to phase II conjugation and excretion [115, 272]. Thus, any genetic factors influencing 17β-DHE formation or clearance may contribute to inter-individual variation in the overall therapeutic efficacy of EXE by altering a major metabolic pathway. This possibility is bolstered by the observation that three of the variant CYP450s included in this study had altered affinity for EXE substrate leading to differential 17β-DHE production while five variants had deviant catalytic rates of EXE reduction. To our knowledge, this is the first study to report the impact of common nonsynonymous polymorphisms in CYP450s on EXE reduction to its 17β-DHE metabolite. A previous in vitro study demonstrated the capacity of genetic variation to alter EXE metabolism.
by the cytosolic ketosteroid reductases CBR1 and AKR1C1-4 [282]. Although differences in experimental procedures preclude a direct comparison of kinetic parameters between the two studies, it appears that both cytosolic and microsomal phase I enzymes contribute to \textit{in vitro} EXE metabolism. An important limitation of the overexpression model used in this study was the inability to assess the metabolic impact of copy number variations or polymorphisms in noncoding promoter regions. Additional studies are needed to determine if multiple hepatic CYP450s contribute to overall EXE metabolism \textit{in vivo} and whether common genetic variants in phase I enzymes are associated with differential metabolite production or clinical outcomes in EXE-treated breast cancer patients.
CHAPTER FIVE

Conclusions and future directions
5.1 SUMMARY AND CONCLUSIONS

The studies described herein address significant gaps in the knowledge of the phase I metabolism of the anti-cancer drug, EXE. Initial *in vitro* experiments identified putative phase I EXE metabolites capable of suppressing estrogen synthesis through aromatase inhibition, a property that may contribute to the drug’s overall efficacy or toxicity in postmenopausal breast cancer patients (Chapter 2). A novel, highly sensitive anti-aromatase activity assay was used to directly quantify estrone formation in incubations of EXE and ten potential phase I EXE metabolites with HEK293-overexpressed wildtype aromatase. The extreme potency of EXE in inhibiting aromatase (IC$_{50} = 0.92 \pm 0.17$ μM) was experimentally confirmed via anti-aromatase activity assay. All of the EXE analogues assayed were less potent than the parent drug, including the major metabolite, 17β-DHE (IC$_{50} = 4.3 \pm 0.56$ μM). The diminished potency observed for 17β-DHE relative to EXE agrees with prior studies [268, 309]. C17 reduction is a major known phase I EXE metabolic pathway so moderate aromatase inhibition by the 17β-DHE metabolite could feasibly contribute to *in vivo* clinical outcomes [114, 269-271]. Additional anti-aromatase assays were performed for two nonsynonymous polymorphic aromatase alozymes to determine if common aromatase variants are associated with altered EXE potency. The results suggest that common variant aromatase alleles are unlikely to account for inter-individual differences in 17β-DHE formation.

Another major objective completed throughout the course of these studies was to identify hepatic phase I EXE metabolites. Qualitative incubations revealed that 17β-DHE is the major phase I metabolite produced by EXE reduction in human liver cytosol although minor amounts of its inactive stereoisomer, 17α-DHE (IC$_{50} > 100$ μM) were also formed (Chapter 3). 17α-DHE was not detected in incubations of EXE with pooled human liver microsomes (Chapter 2).
However, its stereoisomer, 17β-DHE, was detected, as well as 6-HME (IC$_{50} = 61 \pm 20$ μM), 6α/β-hydroxy-6α/β-hydroxy-methylandrosta-1,4-diene-3,17-dione (IC$_{50} > 100$ μM), and 6α/β,17β-dihydroxy-6α/β-hydroxymethyl-androsta-1,4-diene-3-one (IC$_{50} > 100$ μM). In similar incubations with EXE substrate, the purified ketosteroid reductases AKR1C1, AKR1C2, AKR1C3, AKR1C4, and CBR1 catalyzed 17β-DHE formation while AKR1C4 and CBR1 also reduced EXE to 17α-DHE (Chapter 3). When incubated with EXE, microsomes from HEK293 cell lines constitutively overexpressing CYP450s 1A2, 2C8, 2C9, 2C19, 2D6, 3A4, and 3A5 predominantly produced 17β-DHE with formation of minor amounts of 17α-DHE and 6-HME metabolites, as well (Chapter 4). Overall, it appears that 17β-DHE is the only major hepatic phase I EXE metabolite with moderate-to-potent anti-aromatase activity (IC$_{50} \leq 10$ μM) that is produced $in vitro$ by human liver fractions, AKR1Cs, CBR1 or xenobiotic-metabolizing CYP450s.

This body of work supplements the scant literature regarding EXE metabolism by identifying specific hepatic enzymes that catalyze the reduction of EXE to 17β-DHE and by reporting the effect of common nonsynonymous polymorphisms on the catalytic activity of EXE-metabolizing enzymes. Prescribing information for EXE tablets offers little data regarding the enzymes responsible for its phase I metabolism [108]. It discloses only that aldo-keto reductases and CYP3A4 are involved [108]. In hopes of clarifying this statement, $in vitro$ enzyme kinetic studies were performed using purified hepatic cytosolic reductases. CBR1 and four members of the AKR1C subfamily were found to catalyze the formation of the active metabolite, 17β-DHE (Chapter 3). In keeping with the results of a previous study, $in vitro$ assays monitoring 17β-DHE formation by HEK293-overexpressed CYP450s indicate that EXE metabolism may be more complex than described in the drug prescribing information [277]. Although CYP3A4
extensively metabolized EXE in these assays, 17β-DHE formation was also catalyzed by six additional hepatically-expressed CYP450s, including 1A2, 2C8, 2C9, 2C19, 2D6, and 3A5 (Chapter 4). Isoform-specific CYP450 inhibition experiments in human liver microsomes confirmed that CYP3A4 is not exclusively responsible for the reduction of EXE to 17β-DHE.

To assess the impact of naturally-occurring genetic variants in drug-metabolizing enzymes on EXE metabolism, enzyme kinetic studies were also completed for common nonsynonymous polymorphisms found in the AKR1Cs, CBR1, and CYP450s 1A2, 2C8, 2C9, 2C19, 2D6, 3A4, and 3A5 (Chapters 3 & 4). In comparison to their respective wildtype enzymes, variant forms of AKR1C3, AKR1C4, CYP1A2, CYP2C8, CYP2C9, and CYP2D6 were associated with significant deviations in 17β-DHE production in vitro. These pharmacogenetic studies complement a previous investigation of phase II EXE metabolism by Sun et al, which correlated a variant allele in the drug-metabolizing enzyme, UGT2B17, with altered catalytic activity [115]. Significantly lower rates of 17β-DHE glucuronidation have also been reported in human liver microsomes carrying the UGT2B17 deletion allele relative to homozygotes with functional UGT2B17 [115].

In summary, this body of work describes the identification of active EXE metabolites, as well as hepatic enzymes that may participate in in vivo phase I EXE metabolism through the production of metabolites with anti-aromatase activity, such as 17β-DHE. Altered catalytic activity in reducing EXE to 17β-DHE is reported for multiple variant alleles of CYP450 xenobiotic-metabolizing enzymes and cytosolic ketosteroid reductases. At present, the clinical significance of these polymorphisms is poorly understood. These studies confirmed that 17β-DHE is an abundant phase I EXE metabolite with moderate anti-aromatase activity and suggest that significant genotype-phenotype interactions may exist for hepatic cytosolic ketosteroid
reductases and CYP450s active in phase I EXE metabolism. In the literature, it has previously been suggested that genetic factors affecting 17β-DHE formation could potentially modify the extent of estrogen deprivation and thus, cause differential clinical outcomes in postmenopausal women taking EXE for breast cancer treatment or prevention [282]. Further research is needed to assess whether EXE efficacy or toxicity is correlated with genotypes for phase I drug-metabolizing enzymes included in these studies.
5.2 FUTURE DIRECTIONS

The successful identification of xenobiotic-metabolizing enzymes likely to participate in phase I EXE metabolism has laid the groundwork for targeted future studies of EXE pharmacogenetics. The in vitro kinetic results reported in Chapters 3 & 4 suggest that genetic variation in hepatic ketosteroid reductases and CYP450s may play a profound but currently unrecognized impact on clinical response to EXE by altering production of the active metabolite, 17β-DHE. Thus, future studies should be performed to identify any in vivo genotype-phenotype correlations that are predictive of drug response and can potentially be used to inform the selection of EXE as an endocrine hormonal therapy in postmenopausal women. One such study will utilize clinical samples from MAP.3, a large clinical trial investigating EXE for breast cancer chemoprevention, in hopes of elucidating any genotypic differences in drug-metabolizing enzymes that contribute to differential response to EXE between individuals [133]. Blood samples from high-risk postmenopausal women taking 25 mg/day EXE while enrolled in MAP.3 will be used to genotype participants for enzymes implicated in EXE metabolism, as well as quantitate serum metabolites, which may be significantly correlated with patient quality of life scores, drug efficacy or the incidence of serious adverse events.
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